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Introduction

1. Background

o LLMs demonstrates impressive 
performance with In-context learning (ICL), 
but the nature of ICL remains opaque.

o ICL is very sensitive (e.g. demonstration 
order, word framing … ).

2. Goal: Investigate the robustness of ICL to word 
shuffling.

3. Hypothesis: If ICL is a real learning 
mechanism, LLMs should be able to recover 
the input in the original vocabulary since the 
mapping is reversible.

Future Work

Methodology

• Word Shuffling

o Randomly shuffle the original vocabulary, 
while maintaining bijection between shuffled 
and original vocabulary. 

o Perturb the demonstration input by mapping 
it to the shuffled vocabulary. 

• ICL Strategy

o 50-shots with Leave-one-out sampling

o Prompt format:

Input: {input_text} 

Output: {label}

…

Input: {question} 

Output: {prediction}

• Models

o Closed-source LLMs: GPT-3.5-turbo. 

o Open-source LLMs: Llama3-70B and Mistral-
7B (a pre-retrained model without 
instruction-tuning or RLHF).

Datasets
• Sentiment Classification: SST-2 and Amazon 
• Masked LM: NumerSense 

Results

Future Works
• Include more tasks and datasets.
• Evaluate more models with different 

pretraining, instruction-tuning, and RLHF 
approaches.

• Investigate the impact of few-shot number.
• Develop strategies to handle out-of-

vocabulary words.
• Conduct more in-depth analysis (e.g., 

attention-based method).

Finding 1: As shuffling rate increases, performance strictly decreases.

Finding 2: GPT-3.5 and Mistral-7B drop to random guess when vocab is completely shuffled.

Finding 3: Llama3-70B maintains robustness to complete word shuffling.

Finding 4: Frequent words help prediction. Finding 5: LLMs learn mapping via ICL.

Finding 6: LLMs can restore the original input.

Pipeline on Sentiment Classification Task

Table: Sentence from SST-2 shuffled by different rates.

50 examples.
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