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On the Influence of Data Resampling for Deep
Learning-Based Log Anomaly Detection: Insights

and Recommendations
Xiaoxue Ma, Huiqi Zou, Pinjia He, Jacky Keung, Yishu Li, Xiao Yu, and Federica Sarro

Abstract—Numerous Deep Learning (DL)-based approaches
have gained attention in software Log Anomaly Detection (LAD),
yet class imbalance in training data remains a challenge,
with anomalies often comprising less than 1% of datasets like
Thunderbird. Existing DLLAD methods may underperform in
severely imbalanced datasets. Although data resampling has
proven effective in other software engineering tasks, it has not
been explored in LAD. This study aims to fill this gap by
providing an in-depth analysis of the impact of diverse data
resampling methods on existing DLLAD approaches from two
distinct perspectives. Firstly, we assess the performance of these
DLLAD approaches across four datasets with different levels of
class imbalance, and we explore the impact of resampling ratios
of normal to abnormal data on DLLAD approaches. Secondly,
we evaluate the effectiveness of the data resampling methods
when utilizing optimal resampling ratios of normal to abnormal
data. Our findings indicate that oversampling methods generally
outperform undersampling and hybrid sampling methods. Data
resampling on raw data yields superior results compared to
data resampling in the feature space. These improvements are
attributed to the increased attention given to important tokens.
By exploring the resampling ratio of normal to abnormal
data, we suggest generating more data for minority classes
through oversampling while removing less data from majority
classes through undersampling. In conclusion, our study provides
valuable insights into the intricate relationship between data
resampling methods and DLLAD. By addressing the challenge
of class imbalance, researchers and practitioners can enhance
DLLAD performance.

Index Terms—Deep Learning-Based Log Anomaly Detection,
Data Resampling Methods, Class Imbalance, Empirical Analysis

I. INTRODUCTION

SOFTWARE-intensive systems, which cater to a wide user
base [1], are susceptible to minor issues that can lead to

adverse consequences such as data corruption and performance
degradation [2]. In this context, logs play a crucial role in
system maintenance [3]–[6], as they capture essential runtime
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information required for troubleshooting and performance
monitoring [7]. Consequently, there is a considerable interest
in utilizing logs for anomaly detection. Recently, many Deep
Learning-based Log Anomaly Detection (DLLAD) approaches
[2], [8]–[13] have been proposed to automatically identify
system anomalies, showing promising results.

In real-world scenarios in DLLAD, the proportion of nor-
mal data greatly outweighs that of abnormal data. For in-
stance, consider the Thunderbird dataset in Table I, one of
the commonly used public datasets where logs are grouped
into log sequences (with 20, 50, or 100 logs constituting a
sequence) for data analysis. In this dataset, anomalies only
account for 0.16%–0.35% of the total, highlighting the serious
imbalance in the data distribution. Le et al. [1] have revealed
that DLLAD models trained on highly imbalanced datasets
exhibit low precision or recall values. Low recall leads to
missed anomalies, leaving potential threats undetected, while
low precision generates numerous false alarms, causing alert
fatigue and resource wastage on normal logs [1], [12], [13].

Despite its significance, class imbalance in DLLAD has
been largely overlooked. Data resampling offers a potential
solution by either generating abnormal data or removing
normal data, thereby enabling the model to learn from a
more balanced representation of both classes. Previous surveys
[14], [15] indicate that no single data resampling method
consistently excels across different domains. Given that log
data has a unique format, often involving the grouping of
log events into log sequences, which distinguishes it from
other types of data, this study aims to evaluate the impact
of class imbalance on DLLAD performance, identify the most
effective resampling methods for DLLAD, and determine the
optimal resampling ratio of normal to abnormal data. To
this end, we conduct an extensive empirical study by em-
ploying three oversampling methods (Random OverSampling
(ROS), SMOTE [16], and ADASYN [17]), three undersampling
methods (Random UnderSampling (RUS), NearMiss [18], and
InstanceHardnessThreshold (IHT) [19]), and two hybrid sam-
pling methods (SMOTEENN [20] and SMOTETomek [20]) on
DLLAD approaches (CNN [9], LogRobust [10], NeuralLog
[2]) across four publicly available datasets using six evalu-
ation metrics. The results are compared with those obtained
without any resampling (NoSampling). Furthermore, the data
resampling methods can also be categorized into resampling
on raw data and resampling in the feature space. It is important
to note that many data resampling methods are designed for
application only within the feature space, as they rely on
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distance computations. Simpler methods, like ROS and RUS,
can be applied to both raw data (by duplicating/removing
log sequences with identical texts) and feature space (by
duplicating/removing sequences with the same embedding
vectors). We structure our study with the following research
questions:

RQ1: Do the existing DLLAD approaches perform well
enough with varying degrees of class imbalance? We eval-
uate the performance of existing DLLAD approaches across
datasets with different levels of class imbalance. In addition,
we systematically examine how class imbalance impacts these
approaches while maintaining data variety. Findings: The
performance of DLLAD approaches is quite influenced by
the degree of class imbalance, with their effectiveness notably
decreasing in the presence of more severe data imbalance.

RQ2: How does the resampling ratio of normal to
abnormal data affect the performance of DLLAD ap-
proaches? We explore how different resampling ratios of
normal to abnormal data impact the DLLAD performance by
using quarter-based multipliers of the original ratio of normal
to abnormal log sequences. Findings: The effectiveness of
oversampling methods in DLLAD approaches improves when
more abnormal log sequences are generated. Conversely, un-
dersampling methods are more effective when fewer normal
log sequences are removed. For hybrid sampling methods,
no specific resampling ratio consistently improves DLLAD
performance.

RQ3: Does data resampling improve the effectiveness of
existing DLLAD approaches? We assess the effectiveness of
data resampling on DLLAD approaches utilizing an optimal
resampling ratio (obtained from RQ2) of normal to abnormal
data. Findings: Overall, oversampling methods demonstrate
superior performance compared to undersampling and hybrid
sampling methods. Remarkably, the straightforward methods
applied directly to raw data outperform methods applied within
the feature space. Surprisingly, in many scenarios, certain
undersampling methods (i.e., NearMiss and IHT), and even
a hybrid sampling method SMOTEENN aimed at mitigating
data imbalance, fail to effectively enhance the performance of
DLLAD approaches.

Our study makes the following two main contributions.
1) To the best of our knowledge, we undertake the first

extensive study aimed at systematically assessing the impact
of data resampling methods on model performance in DL-
LAD. Our study encompasses a total of 5,580 experiments,
wherein we employ ten data resampling methods to existing
DLLAD approaches and provide a comprehensive evaluation
and statistical analysis across four benchmark datasets.

2) We present findings and provide implications for re-
searchers and practitioners in log anomaly detection. For
example, we recommend utilizing ROS on raw data for DL-
LAD approaches, particularly in datasets with severe class
imbalance.

II. BACKGROUND

A. Overview of DLLAD Models
The typical workflow of DLLAD approaches (shown in

Figure 1) consists of four phases: 1) log parsing, 2) log

grouping, 3) log embedding, and 4) model training and
prediction. To effectively extract valuable information for
analysis, previous studies [2], [8], [10], [11], [21] convert the
unstructured log messages generated during system operation
into structured log events. Each log message comprises a
header and content, where the header includes information
like timestamps, typically omitted from analysis [2]. The log
content is then segmented into constant and variable sections
[2]. By replacing variable elements with a special symbol,
the original log messages are converted into log events as
illustrated in Figure 1. To group log events into log sequences,
we adopt the fixed window strategy used in prior studies [8],
[11], [12]. If an abnormal log event is part of a log sequence,
the log sequence is labeled as abnormal. Conversely, if the
log sequence comprises solely normal log events, it is labeled
as normal. These log sequences are subsequently transformed
into embedding vectors and used as input for training a
classification model to predict whether a log sequence is
abnormal.

B. Existing DLLAD Approaches

Recent DL approaches for anomaly detection can be cate-
gorized into three main groups (as discussed in Section VI):
Convolutional Neural Network (CNN)-based models, Long
Short-Term Memory-based models, and Transformer-based
models. To select the most suitable DLLAD approaches,
we take two factors into consideration. Firstly, we look for
models that are representative of the DL models described in
Section VI. Secondly, we aim to include models that have
been recently proposed. Therefore, we choose the following
models:

CNN. Lu et al. [9] adopted a CNN-based model to au-
tomatically detect log anomalies. Logs were parsed based
on log keys, which were then encoded using logkey2vec.
These embeddings were structured into a trainable matrix,
simplifying neural network training. The model architecture
comprised three convolutional layers, a dropout layer, and
max-pooling layers.

LogRobust. Zhang et al. [10] employed Drain [22] for
log parsing and integrated the FastText [23], a pre-trained
Word2vec model, with TF-IDF weights [24] to represent log
events as semantic vectors. Subsequently, these vectors are
utilized as input to an attention-based Bi-directional LSTM
(Bi-LSTM) model for detecting anomalies.

NeuralLog. Le et al. [2] preprocessed log messages without
log parsing and encoded them into vector representations
via a pre-trained Transformer-based language model BERT
[25]. Then, they apply a transformer encoder to classify log
sequences, with the primary objective of capturing semantic
information comprehensively.

C. Data Resampling

We make use of commonly adopted data resampling meth-
ods in the software engineering domain [26]–[29]. These meth-
ods are classified into three primary categories: oversampling,
undersampling, and hybrid sampling. As depicted by the two
red arrows in Figure 1, data resampling methods can be applied
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Fig. 1: The common workflow of DLLAD approaches.

either to raw data (before embedding) or to the feature space
(after embedding). Methods like random oversampling and
undersampling [27] are applicable to both contexts, while other
methods are specific to the feature space. Data resampling
methods applied to raw data modify log sequence distribution
directly in the training set to address class imbalance, which
affects the number of log sequences belonging to each class
and the generated embeddings. For example, with a set of ten
log sequences (including one abnormal sequence), applying
random undersampling to the raw data removes some normal
sequences, leaving five normal and one abnormal sequence.
Embeddings are then generated from these six resampled
sequences. In contrast, data resampling methods applied within
the feature space first generate embeddings from the original
log sequences and then perform resampling based on these
embeddings. For instance, if random undersampling is applied
in the feature space, embeddings are created from all ten log
sequences before the resampling process occurs. In the follow-
ing, we provide an overview of each of the data resampling
methods compared in our study.

(1) Random OverSampling (ROS) randomly replicates log
sequences of the minority class without generating new ones.
These replicated abnormal sequences are then added to the
original dataset. This method, when applied to raw data and
feature space, is denoted as ROSR and ROSF , respectively.

(2) Random UnderSampling (RUS) randomly selects log
sequences from the majority class and subsequently removes
them from the original dataset. This method, when applied to
raw data and feature space, is denoted as RUSR and RUSF ,
respectively.

(3) Synthetic Minority Oversampling Technique (SMOTE)
[16] is an oversampling method applied to the feature space.

It augments the minority class by generating synthetic log
sequences instead of duplications. This method first randomly
selects log sequences from the minority class. For each
selected abnormal log sequence MA, one of its k nearest
neighbors MB are randomly chosen. The embedding vector of
the synthetic log sequence MS is calculated with the formula
xs = xA + Random(0, 1)(xB − xA), where xA and xB

represent the embedding vectors of MA and MB , separately.
These newly generated synthetic abnormal log sequences are
subsequently added to the original dataset.

(4) Adaptive Synthetic Sampling Approach [17] (ADASYN)
serves as an extension of SMOTE. Unlike SMOTE, ADASYN
generates new synthetic abnormal log sequences near the
class boundary instead of within the abnormal log sequences
themselves.

(5) NearMiss [18] operates as an undersampling method.
It calculates the distance between two classes and randomly
removes normal log sequences based on the distance. In our
evaluation, we adopt NearMiss-3, which has demonstrated
superior performance compared to NearMiss-1 and NearMiss-
2. Specifically, NearMiss-3 selects a number of the nearest
normal log sequences for each abnormal log sequence and
removes them from the dataset.

(6) Instance Hardness Threshold (IHT) [19] involves the
application of a classifier to the dataset, followed by the
removal of log sequences that are hard to classify. The Random
Forest (RF) [30] algorithm serves as the default estimator for
estimating the Instance Hardness (IH) [19] of individual log
sequences.

(7) SMOTEENN [20] is a hybrid sampling method that
combines the oversampling method SMOTE and the un-
dersampling method Edited Nearest Neighbour (ENN) [31].
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SMOTE generates abnormal log sequences that can sometimes
overlap with the majority class, making classification challeng-
ing. ENN, acting as a data cleaning method, helps address this
issue. It removes log sequences when any or most of its closest
neighbors are from a different class.

(8) SMOTETomek [20] is a hybrid sampling method that
shares similarities with SMOTEENN. It incorporates Tomek
links [32] for data cleaning, defined by the distances between
log sequences Mi and Mj from two classes. A pair (Mi,
Mj) forms a Tomek link if no log sequence M exists with
d(Mi,M) < d(Mi,Mj) or d(Mj ,M) < d(Mi,Mj). After
oversampling by SMOTE, the log sequences that form Tomek
links are then removed to help reduce potential noise or border-
line log sequences that may affect classification performance.

III. STUDY DESIGN

A. Datasets

To assess the performance of DLLAD approaches with
the ten data resampling methods compared in our study, we
use considered four widely used publicly available datasets
(namely HDFS, BGL, Thunderbird, and Spirit) as well as a
recently released integrated industrial dataset [1], [2]. After
careful analysis, we decided to exclude the HDFS dataset
[33] from our evaluation because most existing approaches,
like CNN, LogRobust, and NeuralLog, have already achieved
near-optimal results on it, with F1 scores over 0.98 as reported
in previous studies. The BGL dataset [34] comprises log data
from supercomputing system at Lawrence Livermore National
Labs. Thunderbird and Spirit datasets [34] are acquired from
two real-world supercomputers at Sandia National Labs. In
addition, we utilize a combined annotated dataset from recent
research [35], which we refer to as Huawei. This dataset
primarily consists of data from two distinct industrial cloud
services within Huawei Cloud. All these datasets consist of
both normal and abnormal log messages, which have been
manually identified.

TABLE I: The statistics of the four public datasets. TB, ws,
Msg, Seq, and A are the abbreviations of the Thunderbird
dataset, window sizes, Messages, Sequences, and Anomalies,
respectively.

Dataset # of Msg ws
Training Data Testing Data

# of Seq # of A # of Seq # of A

BGL 4,713,493
20 188,540 17,252 47,134 3,006
50 75,416 7,415 18,853 1,383

100 37,708 4,009 9,425 817

TB 5,000,000
20 200,000 328 50,000 37
50 79,999 195 19,999 29

100 39,999 138 9,999 23

Spirit 5,000,000
20 200,000 8,817 50,000 290
50 79,999 4,275 19,999 270

100 39,999 2,577 9,999 250

Huawei 1,048,575
20 41,943 84 10,486 21
50 16,777 60 4,195 16

100 8,388 47 2,098 12

To group log events into a log sequence, a fixed window
grouping strategy is commonly used [8], [11], [12], where
each sequence contains a fixed number X of log events, with
X representing the window size (ws). However, choosing an

appropriate ws is challenging. A small ws makes it difficult for
log anomaly detection models to capture anomalies that span
multiple log sequences [1]. Additionally, employing smaller
ws results in more log sequences containing fewer log events,
ultimately leading to slower training speed. On the other hand,
if ws is large, log sequences may include multiple anomalies
and confuse the detection scheme [1], [36]. In the majority of
prior research studies [2], [8], [11], [12], [37], a single window
size is typically employed to evaluate the proposed approaches,
with ws=20 being the most common choice. A few studies
[1], [13] have investigated multiple window sizes including
20, 100, and 200. In most cases, the F1 performance is found
to be better at ws=20 and 100 compared to ws=200. However,
there is no consistent indication of whether a window size of
20 or 100 performs better. He et al. [38] suggest that window
size settings can impact the performance of supervised LAD
approaches. Our experiment results (shown in Table IV) also
emphasize the absence of a universally optimal window size
across all DLLAD datasets. For instance, LogRobust exhibits
superior F1 and MCC performance on the Thunderbird dataset
at ws=100, while achieving better performance on other
datasets at ws=20. As a result, in our experiments, we consider
both ws=20 and ws=100 as window sizes to account for
potential variations in performance. Additionally, we introduce
a ws of 50 to provide a balanced perspective between the
shorter and longer sequences analyzed. By including this
intermediate window size, we aim to uncover a more nuanced
understanding of how log sequence length impacts DLLAD
performance, and whether the effects of data resampling across
datasets with different window sizes are robust.

TABLE II: Log variety in the datasets: En, and Ea denote the
number of unique normal and abnormal log events; Sn/a(20),
Sn/a(50), and Sn/a(100) denote the number of unique nor-
mal/abnormal log sequences grouped by varying window sizes.

Dataset En Ea Sn(20) Sa(20) Sn(50) Sa(50) Sn(100) Sa(100)

BGL 1,552 53 36,262 3,534 20,074 2,605 10,889 1,901
TB 3,153 8 188,722 241 92,668 194 47,937 155
Spirit 95,673 20 109,817 8,957 79,103 4,495 45,384 2,804
Huawei 90 28 23,635 105 20,354 76 10,424 59

In Table I, we detail the number of log sequences (# of
Sequences) for each dataset across various window sizes, as
well as the count of abnormal log sequences (# of Anomalies)
within both training and test sets. To assess log data variety,
Table II presents the quantitative statistics on the variety of
log events and log sequences. The BGL and Spirit datasets
contain thousands of unique abnormal log sequences (i.e.,
log sequences that appear only once in the dataset), whereas
the Thunderbird and Huawei datasets exhibit only hundreds.
This analysis enables a comprehensive evaluation of DLLAD
approaches across datasets with varying levels of abnormal log
sequence variety.

In Table III, we report the anomaly proportions (i.e., the pro-
portions of abnormal sequences among all sequences) before
and after employing data resampling methods. The anomaly
proportions are adjusted according to the resampling ratios
of normal to abnormal log sequences, which are obtained by
multiplying the original ratio by quarter-based constants. For
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TABLE III: The anomaly proportions before and after over-/under-/hybrid sampling. r denotes the original ratio of normal to
abnormal log sequences in the training dataset, and quarter-based constants are represented as 1/4, 1/2, and 3/4. The last nine
columns correspond to the anomaly proportions after data resampling.

Dataset ws Original Anomaly
Proportion

Anomaly Proportion
After Oversampling

Anomaly Proportion
After Undersampling

Anomaly Proportion
After Hybrid Sampling

r*1/4 r*1/2 r*3/4 r*1/4 r*1/2 r*3/4 r*1/4 r*1/2 r*3/4

BGL
20 9.15% 28.72% 16.76% 11.84% 28.72% 16.77% 11.84% 27.97% 16.22% 11.42%
50 9.83% 30.37% 17.90% 12.69% 30.37% 17.90% 12.69% 30.02% 17.66% 12.52%

100 10.63% 32.25% 19.22% 13.69% 32.24% 19.22% 13.69% 33.03% 18.02% 11.92%

TB
20 0.16% 0.66% 0.33% 0.22% 0.65% 0.33% 0.22% 0.58% 0.29% 0.20%
50 0.24% 0.98% 0.49% 0.33% 0.97% 0.49% 0.32% 0.85% 0.43% 0.32%

100 0.35% 1.38% 0.69% 0.46% 1.37% 0.69% 0.46% 1.36% 0.67% 0.46%

Spirit
20 4.41% 15.58% 8.44% 5.79% 15.57% 8.44% 5.79% 15.61% 8.43% 5.81%
50 5.34% 18.42% 10.15% 7.00% 18.42% 10.15% 7.00% 17.70% 9.50% 6.81%

100 6.44% 21.60% 12.11% 8.41% 21.60% 12.11% 8.41% 18.33% 10.04% 6.89%

Huawei
20 0.20% 0.80% 0.40% 0.27% 0.80% 0.40% 0.27% 0.75% 0.40% 0.28%
50 0.36% 1.42% 0.71% 0.48% 1.42% 0.71% 0.48% 1.44% 0.66% 0.45%

100 0.56% 2.20% 1.11% 0.75% 2.20% 1.11% 0.75% 2.15% 1.10% 0.73%

example, starting with an original ratio of normal to abnormal
log sequences being 20:1, we apply quarter-based constants
(1/4, 1/2, and 3/4) to derive new ratios of 5:1, 10:1, and 15:1,
respectively. Consequently, the desired anomaly proportions
are 1/6, 1/11, and 1/16, respectively. The datasets, as detailed
in Table III, exhibit very low original anomaly proportions,
ranging from 0.16% to 10.63%. Moreover, enlarging the win-
dow size has minimal impact on the level of class imbalance
across each dataset. For example, in BGL, the anomaly pro-
portion is 9.15% with ws=20 and 10.63% with ws=100. After
applying the specified resampling ratios, the anomaly propor-
tions have shown substantial increases, such as from 9.15% to
28.72% (BGL dataset with ws=20), 9.83% to 30.37% (BGL
dataset with ws=50), and 10.63% to 33.03% (BGL dataset
with ws=100). The hybrid sampling methods SMOTEENN
and SMOTETomek combine oversampling and undersampling
to achieve a desired anomaly proportion. SMOTE generates
synthetic samples for the minority class, while ENN or Tomek
Links removes noisy or borderline samples, which may result
in slight discrepancies between the final and desired anomaly
proportions. The last three columns of Table III show the
average anomaly proportions resulting from the application
of SMOTEENN and SMOTETomek.

B. Evaluation

We use four commonly used evaluation metrics Recall,
Precision, Specificity, and F1-score in previous DLLAD stud-
ies [1], [2], [12], [35]. Given that Matthews Correlation
Coefficient (MCC) and Area Under the Curve (AUC) are
recommended for evaluating software engineering tasks with
class imbalance [39]–[43], we include both MCC and AUC
in our evaluation to provide a comprehensive assessment of
DLLAD model performance. The commonly used four metrics
originate from the confusion matrix, which describes four
types of instances: TP (True Positives) represents the number
of abnormal log sequences correctly predicted as anomalies,
TN (True Negatives) represents the number of normal log
sequences correctly predicted as normal, FP (False Positives)
represents the number of normal log sequences incorrectly
predicted as anomalies, and FN (False Negatives) represents

the number of abnormal log sequences incorrectly predicted
as normal. The definitions of these metrics are as follows:

(1) Recall= TP
TP+FN represents the proportion of actual

anomalies that are correctly predicted by DLLAD models
out of all actual anomalies present in the testing dataset. It
indicates DLLAD models’ ability to capture all abnormal log
sequences correctly.

(2) Precision= TP
TP+FP measures the proportion of pre-

dicted anomalies by DLLAD models that are actual anomalies
out of all anomalies predicted by the models. It indicates
the accuracy of the DLLAD models in identifying actual
anomalies without falsely labeling normal log sequences as
anomalies.

(3) Specificity= TN
TN+FP represents the proportion of actual

normal log sequences that are correctly predicted as normal
by DLLAD models out of all actual normal log sequences. It
indicates the ability of the DLLAD models to correctly identify
normal log sequences as normal.

(4) F1-score= 2×(Recall×Precision)
Recall+Precision calculates the harmonic

mean of Recall and Precision. It provides a balanced measure
between Precision and Recall, giving equal weight to false
positives and false negatives.

(5) MCC= TP×TN−FP×FN√
(TP+FP )(TP+FN)(TN+FP )(TN+FN)

is a

fully symmetric metric that takes into account all four values
(TP, TN, FP, and FN) in the confusion matrix when calculating
the correlation between ground truth and predicted values.

(6) AUC is a threshold-independent measure that can be
calculated by assessing the area under the Receiver Operating
Characteristic (ROC) curve, which plots the true positive rate
(Sensitivity) against the false positive rate (1 - Specificity)
at various threshold settings. Unlike other metrics such as
Precision, Recall, F1-score, and MCC, which depend on the
choice of a threshold, AUC evaluates the classifier’s perfor-
mance across all possible threshold values, however this is
not applicable in practice [41].

To determine the statistical significance of the observed
performance differences among these data resampling meth-
ods, we employ the Scott-Knott Effect Size Difference (ESD)
test [44] based on the assumptions of ANalysis Of VAriance
(ANOVA). The Scott-Knott ESD test is a multiple comparison
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approach that leverages hierarchical clustering to partition
these data resampling methods into distinct groups, exhibiting
statistically significant differences at the predetermined signif-
icance level of 0.05 (α=0.05). There are no statistically signif-
icant differences between data resampling methods within the
same group, but significant differences are observed between
data resampling methods located in different groups.

C. Research Questions

RQ1. Do the existing DLLAD approaches perform well
enough with varying degrees of class imbalance? In this
RQ, we aim to assess the impact of class imbalance on the
effectiveness of existing DLLAD approaches. First, we analyze
the performance of DLLAD approaches across four datasets
with varying window sizes, each exhibiting different levels
of class imbalance. Next, we focus on the most balanced
dataset, BGL (as detailed in Table III). To systematically
investigate the impact of class imbalance, we progressively
remove duplicate abnormal log sequences until only unique
abnormal sequences remain. This method preserves the variety
of the log data, enabling us to assess how varying levels of
class imbalance influence DLLAD performance.

RQ2. How does the resampling ratio of normal to abnor-
mal data affect the performance of DLLAD approaches?
Due to the varying levels of class imbalance in the different
datasets, it is challenging to establish a fixed resampling ratio
of normal to abnormal data, such as maintaining a consistent
10:1 ratio of normal to abnormal log sequences across all
datasets. Conducting an exhaustive exploration of countless
potential ratios to identify an optimal resampling ratio for each
dataset is not practically feasible. Considering the substantial
data imbalance, we avoid pursuing a 1:1 ratio of normal to
abnormal data during the data resampling process. This is
particularly evident in the Thunderbird dataset, where the
training set has a mere 0.16% anomaly rate with a window
size of 20. Applying a 1:1 ratio in such cases would result
in excessive data removal during undersampling, leading to a
considerable loss of information. Thus, this resampling ratio is
not considered. Instead, we adopt the quarter as a foundational
unit for our empirical investigations in a flexible and adaptive
manner, as shown in Table III.

RQ3. Does data resampling improve the effectiveness
of existing DLLAD approaches? In this RQ, we use the
recommended resampling ratios of normal to abnormal data,
as identified in RQ2, for the different categories of data
resampling methods—oversampling, undersampling, and hy-
brid sampling. Subsequently, we assess the effectiveness of
these resampling methods when applied to existing DLLAD
approaches.

D. Implementations

We implement the existing approaches introduced in Sec-
tion II-B using their respective GitHub repositories or re-
produced codebases. Following previous works [1], [2], in
our dataset setup, the training set comprises the first 80% of
raw logs, while the remaining 20% is allocated for testing.
Data resampling is applied exclusively to the training data. To

reduce computational complexity and memory demands during
data resampling operations, for NeuralLog [2], we reduce the
embedding dimension from 768 to 256. For CNN [9] and
LogRobust [10], we utilize the implementations [1], adhering
to the instructions provided by the authors. The implementa-
tion of data resampling methods is carried out using the Python
toolbox [45] Imbalanced-learn1. Our experiments encompass
36 distinct instances, resulting from the combination of 3
DLLAD approaches, 4 datasets, and 3 window sizes. For
each experimental instance, we investigate 10 data resampling
methods with 3 different resampling ratios of normal to
abnormal data and NoSampling. As a result, we have a total of
3 × 4 × 3 × ( 10 × 3 + 1) combinations, summing up to 1,116
unique scenarios. To mitigate the variations in performance
across different runs, we perform five runs for each data
resampling method (including NoSampling), culminating in a
total of 5,580 experiments conducted in this study. These five-
run results are utilized for statistical significance analysis using
the Scott-Knott ESD test, which calculates the group ranking
of each data resampling method across different datasets.
Furthermore, the averages of the five-run results are provided
in Tables IV–VII in Section IV. We run our experiments on
a Linux server with an Intel Xeon Silver 4210 CPU and four
Nvidia GeForce RTX 3090-Ti GPUs.

IV. RESULTS AND ANALYSIS

A. RQ1. Do the existing DLLAD approaches perform well
enough with varying degrees of class imbalance?

Table IV summarizes the performance of CNN, LogRobust,
and NeuralLog across the BGL, Thunderbird, Spirit, and
Huawei datasets using three window sizes. When analyzing
the impact of window size, we observe that a window size
of 20 typically yields the best results, as highlighted in bold:
8/12 cases for recall, 10/12 for precision, 10/12 for specificity,
8/12 for F1, 9/12 for MCC, and 7/12 for AUC. Conversely, a
window size of 100 achieves the best performance in only 1-3
out of 12 cases for these metrics. This suggests that smaller
window sizes generally lead to better outcomes, likely because
they enable DLLAD models to focus on a more concise and
relevant set of log events, capturing anomaly features more
effectively. In comparison, larger window sizes may introduce
too many log events, making it more difficult to identify
key features, which hinders the models’ ability to distinguish
between abnormal and normal behaviors in log sequences.

Finding 1: DLLAD approaches generally perform better
when log sequences have fewer log events, i.e., smaller
window sizes.

Regarding the severity of class imbalance (Table III), it
follows the order: Thunderbird > Huawei ≫ Spirit > BGL.
In terms of the variety of abnormal sequences (Table II),
the order is: Spirit > BGL ≫ Thunderbird > Huawei. In
other words, BGL and Spirit datasets are more balanced
(anomaly proportion>4.4%) and exhibit greater anomaly va-
riety (thousands of unique abnormal log sequences), while

1https://imbalanced-learn.org/stable/references/index.html
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TABLE IV: The Recall, Precision, Specificity, F1-score, MCC, and AUC values of the three DLLAD approaches across the
four datasets, each with three different window sizes (varying anomaly proportions). Bold font highlights the best performance
among the three window sizes.

BGL TB Spirit Huawei

Model Metric ws=20
(9.15%)

ws=50
(9.83%)

ws=100
(10.63%)

ws=20
(0.16%)

ws=50
(0.24%)

ws=100
(0.35%)

ws=20
(4.41%)

ws=50
(5.34%)

ws=100
(6.44%)

ws=20
(0.20%)

ws=50
(0.36%)

ws=100
(0.56%)

CNN

R 0.948 0.907 0.916 0.495 0.460 0.304 0.815 0.893 0.909 0.476 0.688 0.333
P 0.985 0.708 0.362 0.443 0.169 0.213 0.797 0.582 0.726 1.000 1.000 0.800
S 0.999 0.965 0.827 0.999 0.997 0.997 0.999 0.991 0.991 1.000 1.000 1.000
F1 0.966 0.787 0.510 0.441 0.247 0.241 0.806 0.704 0.807 0.645 0.815 0.471
MCC 0.964 0.779 0.509 0.454 0.277 0.247 0.805 0.716 0.807 0.690 0.829 0.515
AUC 0.977 0.919 0.903 0.866 0.812 0.786 0.967 0.996 0.995 0.988 0.997 0.928

LogRobust

R 0.949 0.911 0.903 0.766 0.609 0.449 0.892 0.910 0.918 0.667 0.625 0.250
P 0.860 0.709 0.793 0.084 0.317 0.277 0.973 0.805 0.863 1.000 1.000 0.750
S 0.989 0.968 0.978 0.994 0.998 0.997 1.000 0.997 0.994 1.000 1.000 1.000
F1 0.903 0.792 0.844 0.151 0.415 0.340 0.930 0.832 0.889 0.800 0.769 0.375
MCC 0.897 0.783 0.831 0.252 0.437 0.350 0.931 0.854 0.885 0.816 0.790 0.431
AUC 0.970 0.960 0.954 0.915 0.861 0.826 0.991 0.990 0.997 0.995 0.994 0.890

NeuralLog

R 0.896 0.627 0.598 0.772 0.730 0.756 0.899 0.931 0.938 0.238 0.095 0.150
P 0.852 0.872 0.671 0.758 0.469 0.470 0.899 0.864 0.800 1.000 1.000 1.000
S 0.989 0.991 0.878 1.000 0.999 0.999 0.999 0.999 0.999 1.000 1.000 1.000
F1 0.872 0.721 0.496 0.760 0.571 0.579 0.895 0.896 0.862 0.385 0.174 0.261
MCC 0.864 0.718 0.511 0.762 0.585 0.596 0.897 0.896 0.865 0.488 0.308 0.387
AUC 0.943 0.809 0.738 0.856 0.865 0.828 0.949 0.965 0.964 0.619 0.548 0.575

(a) CNN, ws=20 (b) LogRobust, ws=20 (c) CNN, ws=50 (d) LogRobust, ws=50

Fig. 2: The performance variations with different anomaly proportions on the BGL dataset, while maintaining data variety.

Thunderbird and Huawei datasets suffer from severe class
imbalance (anomaly proportion<0.6%) and have less anomaly
variety (up to hundreds of unique abnormal log sequences).
On the Thunderbird dataset, all three DLLAD approaches,
particularly CNN and LogRobust, show poor performance,
with F1 and MCC values below 0.5. Although NeuralLog
achieves a better F1 score of 0.76 at ws=20, its overall per-
formance remains inadequate, with F1 and MCC values below
0.6 at ws=50 and 100. A similar unsatisfactory performance of
DLLAD approaches is observed in the Huawei dataset. Despite
achieving nearly 100% precision, all approaches display low
recall, indicating that while most detected anomalies are
true positives, many remain undetected. Notably, CNN and
LogRobust outperform the more complex NeuralLog model
across different window sizes. A potential reason for this is
that NeuralLog’s Transformer-based architecture is optimized
for handling large, diverse datasets and capturing complex
dependencies. However, in the Huawei dataset, which has the
smallest size and least log data variety, Transformers struggle
to generalize effectively, resulting in lower performance. In
contrast, CNN and LogRobust are better suited for smaller
datasets with less log data variety [46]. For the BGL and Spirit
datasets, all three DLLAD approaches demonstrate strong
performance, with F1, MCC, and AUC scores exceeding 0.80
at ws=20. This suggests that DLLAD approaches generally
achieve better results when applied to more balanced datasets
with greater anomaly variety.

To examine whether class imbalance impacts DLLAD per-

formance while maintaining log data variety, we systemati-
cally remove varying proportions of duplicate abnormal log
sequences from the most balanced BGL dataset with ws=50
and 100. We examine proportions of 0, 1/4, 1/2, 3/4, and all
duplicates (retaining only unique sequences). For example, if
there are three distinct abnormal log sequences, each with
five identical copies (totaling fifteen sequences), removing all
duplicates results in three unique abnormal sequences. This
method allows us to analyze how different levels of class
imbalance affect DLLAD performance while maintaining log
data variety. Since NeuralLog does not perform log parsing,
we focus on evaluating the other two approaches: CNN and
LogRobust. With adjustments to class imbalance through the
removal of abnormal sequences, the anomaly proportions in
the BGL dataset decrease from 9.2% to 1.3% with ws=50,
and from 9.8% to 2.7% with ws=100. Figure 2 illustrates the
performance trends for each evaluation metric corresponding
to these class imbalance changes. For CNN, as we remove
increasing proportions of duplicate abnormal sequences on
BGL with ws=20, the performance consistently declines, with
decreases of 13.9%, 1.7%, 0.1%, 8.3%, 8.5%, and 0.2% in
terms of recall, precision, specificity, F1, MCC, and AUC,
respectively. Similarly, on BGL with ws=50, the reductions
are more pronounced: 6.3%, 72.1%, 24.9%, 59.3%, 58.5%,
and 3.9% for the same metrics. For LogRobust, the descreases
are 2.1%, 5.1%, 0.4%, 3.7%, 3.9%, and 1.8% for ws=20, and
8.7%, 8.6%, 0.7%, 8.6%, 9.7%, and 3.2% for ws=50. For
CNN, increasing the removal of duplicate abnormal sequences
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from the BGL dataset results in a decline across performance
metrics. With ws=20, recall decreases by 13.9%, precision
by 1.7%, specificity by 0.1%, F1 by 8.3%, MCC by 8.5%,
and AUC by 0.2%. When ws=50, these reductions become
more pronounced: precision drops by 72.1%, recall by 6.3%,
specificity by 24.9%, F1 by 59.3%, MCC by 58.5%, and
AUC by 3.9%. LogRobust shows more moderate declines. For
ws=20, recall falls by 2.1%, precision by 5.1%, specificity by
0.4%, F1 by 3.7%, MCC by 3.9%, and AUC by 1.8%. For
ws=50, the decreases are 8.7% in recall, 8.6% in precision,
0.7% in specificity, 8.6% in F1, 9.7% in MCC, and 3.2% in
AUC. Overall, these results highlight the negative impact of
class imbalance on DLLAD performance, even when the log
data variety is kept constant.

Finding 2: DLLAD models perform worse on datasets
with more severe class imbalance. Even in datasets like
BGL, which have greater log data variety, reducing the
anomaly proportion (and thus increasing the severity of
class imbalance) leads to a noticeable performance decline
in DLLAD models.

B. RQ2. How does the resampling ratio of normal to abnormal
data affect the performance of DLLAD approaches?

We comprehensively evaluate the ten data resampling meth-
ods for each dataset using quarter-based resampling ratios
obtained by multiplying the original ratio of normal data to
abnormal data by 1/4, 1/2, and 3/4, as described in Sec-
tion III-A. The employed data resampling methods are cat-
egorized into three groups: OverSampling (comprising ROSR,
SMOTE, ADASYN, and ROSF ), UnderSampling (encompass-
ing NearMiss, IHT, RUSF , and RUSR), and HybridSampling,
represented by SMOTEENN and SMOTETomek. Figures 3a
and 3b present heatmaps that show the performance of three
DLLAD approaches using these resampling methods across
datasets with varying window sizes, in terms of F1-score and
MCC values. We do not emphasize AUC, as the differences
in AUC values across these resampling methods are minimal.
Instead, we focus on two comprehensive metrics: F1-score,
which balances recall and precision for detected anomalies,
and MCC, a fully symmetric metric that considers all four val-
ues (TP, TN, FP, and FN) in the confusion matrix. To identify
which resampling ratio optimizes performance for DLLAD
approaches, we enumerate “hits”, indicating instances where
a specific resampling ratio yields the highest performance.
For the OverSampling and UnderSampling groups, each cell
in the heatmap represents 36 instances (4 oversampling/un-
dersampling methods × 3 DLLAD approaches × 3 window
sizes). For HybridSampling, each cell represents 18 instances
(2 hybrid sampling methods × 3 DLLAD approaches × 3
window sizes). If the DLLAD approach achieves the same
performance at two different resampling ratios, we do not
count it as a “hit”.

In Figures 3a and 3b, we observe that oversampling methods
with a resampling ratio of one-quarter of the original normal-
to-abnormal ratio consistently yield superior performance for
DLLAD approaches. This means creating more abnormal

sequences to achieve a target of 1/4 of the original normal-
to-abnormal ratio. This trend is especially pronounced in the
BGL and Huawei datasets, with 24 or 25 hits out of a total of
36 for both F1-score and MCC. For the Thunderbird and Spirit
datasets, one-quarter of the original ratio results in 21 hits out
of 36. In contrast, for undersampling methods, a resampling
ratio of three-quarters of the original normal log sequences
achieves the best performance for DLLAD approaches. This
involves reducing fewer normal sequences to reach a target
of 3/4 of the original normal-to-abnormal ratio. The effect
is most evident in the Spirit dataset, with 25 out of 36 hits,
followed by Huawei (21 hits), Thunderbird (19 hits), and
BGL (16 hits). For hybrid sampling methods, identifying the
optimal resampling ratio is challenging. In the Thunderbird,
Spirit, and Huawei datasets, at least two resampling ratios
show similar effectiveness in achieving the best DLLAD
performance. Specifically, the most effective resampling ratios
are three-quarters of the original ratio for BGL and Huawei
datasets, one-quarter for Thunderbird, and one-half for Spirit.
Thus, the optimal resampling ratio varies inconsistently across
the four datasets.

Finding 3: To optimize DLLAD approaches with oversam-
pling, it is recommended to increase the degree of minority
class amplification (i.e., generating more abnormal log
sequences). Conversely, for DLLAD approaches employing
undersampling, it is advisable to reduce the degree of
majority class reduction (i.e., removing fewer normal log
sequences).
Finding 4: There is no particular preferred resampling
ratio for applying hybrid sampling methods to DLLAD
approaches.

(a) F1-score

(b) MCC

Fig. 3: The heatmaps illustrate the model performance of
DLLAD approaches using different data resampling methods
(OverSampling (OS), UnderSampling (US), and Hybrid Sam-
pling (HS)) with varying resampling ratios across four datasets
and three window sizes. The cells in heatmaps indicate the
resampling ratio that achieves the best model performance. r
represents the original ratio of normal to abnormal data.
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C. RQ3. Does data resampling improve the effectiveness of
existing DLLAD approaches?

Tables V–VII present the results of the three DLLAD
approaches with ten data resampling methods and NoSampling
on the four datasets. In line with the RQ2 recommendation,
the oversampling, undersampling, and hybrid sampling meth-
ods apply resampling ratios of one-quarter, three-quarters,
and three-quarters of the original normal-to-abnormal ratio,
respectively. We utilize three distinct colors to underscore
the statistical differences among data resampling methods
and NoSampling in terms of all evaluation metrics: Recall,
Precision, Specificity, F1, MCC, and AUC. These methods are
categorized into multiple groups using the Scott-Knott ESD
test, often resulting in more than six groups. Darker colors
indicate higher-ranked groups, with each color representing
two groups (i.e., the darkest purple denotes the first and second
groups, moderate purple indicates the third and fourth groups,
and the lightest purple represents the fifth and sixth groups). If
some data resampling methods fall outside the top six groups
but significantly outperform NoSampling, the results of these
data resampling methods will be bolded.

(1) General Insights on data resampling. We observe
that employing ROSR on all three DLLAD approaches consis-
tently yields superior performance. Specifically, ROSR ranks
within the top two groups (represented by the darkest purple
color) in all 36 cases (3 DLLAD approaches × 4 datasets
× 3 window sizes) in terms of at least two comprehensive
metrics. SMOTE is the second recommended data resampling
method, demonstrating significantly better performance than
NoSampling in 34 out of 36 cases across all datasets in terms
of at least two comprehensive metrics. Similarly, ADASYN
and ROSF outperforms NoSampling in 33 out of 36 cases,
followed by RUSR in 30 out of 36 cases, SMOTETomek in 28
out of 36 cases, and RUSF in 24 out of 36 cases. In contrast,
SMOTEENN, NearMiss, and IHT exhibit poor performance,
succeeding in only 14 out of 36, 11 out of 36, and 7 out of 36
cases, respectively. Furthermore, we find that data resampling
directly on the raw data generally statistically significantly
performs better than data resampling in the feature space. For
example, ROSR and RUSR perform better, equally, or worse
than ROSF and RUSF in 17/18/1 and 15/16/5 out of 36 cases,
respectively. Additionally, oversampling exhibits statistically
significantly superior performance compared to undersampling
and hybrid sampling. For instance, the best oversampling
method ROSR performs better, equally, or worse than the best
undersampling (RUSR) and hybrid sampling (SMOTETomek)
methods in 26/9/1 and 30/4/2 out of 36 cases, respectively.

Finding 5: Employing ROSR, SMOTE, ADASYN, and
ROSF to alleviate the class imbalance can yield better
results compared to NoSampling in DLLAD.
Finding 6: Data resampling directly on the raw data
generally outperforms resampling in the feature space.
Finding 7: Oversampling exhibits better performance com-
pared to undersampling and hybrid sampling.

(2) The impact of data resampling on the DLLAD
approaches across datasets with varying imbalance levels.

In datasets characterized by moderate imbalance, such as
BGL and Spirit, certain data resampling methods contribute
to improved performance in all three DLLAD approaches.
Given the consistent results between F1 and MCC, and the
minimal changes in AUC in certain cases, our analysis pri-
marily focuses on the outcomes of MCC due to the space
limitation. For the BGL dataset with ws=20, CNN (Table V),
LogRobust (Table VI), and NeuralLog (Table VII) achieve
high performance with NoResampling, with MCC values
of 0.964, 0.897, and 0.864, respectively. Data resampling
methods, excluding IHT, slightly improve MCC for CNN
by 0.4%–1.2% and LogRobust by 1.3%–3.2%. NeuralLog
shows a more significant improvement of 1.8%–8.4% with all
resampling methods except NearMiss and IHT. With ws=50,
CNN improves by 5.5%–14.6% with resampling methods,
except IHT, ROSF , and RUSF . LogRobust and NeuralLog see
improvements of 3.2%–11.4% and 3.1%–22.4%, respectively,
with most resampling methods except NearMiss and IHT. At
a window size of 100, the impact of data resampling becomes
more pronounced, especially in enhancing recall by reducing
false positives. CNN shows a 41.8%–78.8% improvement with
most resampling methods except IHT. LogRobust improves by
3.2%–11.4% with all resampling methods, and NeuralLog by
19.0%–69.6%, except for NearMiss and IHT. For the Spirit
dataset across three window sizes, certain data resampling
methods improve the performance of CNN and LogRobust,
with enhancements in MCC ranging from 4.0% to 26.0%
for CNN and 2.0% to 8.9% for LogRobust. These improve-
ments occur with resampling methods, except for NearMiss,
IHT, SMOTEENN, SMOTETomek, and for LogRobust, also
RUSF . NeuralLog also benefits from data resampling methods,
except NearMiss, IHT, and RUSF , with improvements of
0.9%–11.7%. Therefore, all oversampling methods (ROSR,
SMOTE, ADASYN, and ROSF ) and the undersampling
method RUSR demonstrate statistically significant im-
provements on three DLLAD approaches in datasets with
higher anomaly proportions (>4.4%).

In the highly imbalanced Thunderbird dataset (anomaly
proportion<0.4%), ROSR and SMOTE stand out, particularly
ROSR, which shows statistically significant improvements
across all cases. For CNN (Table V), undersampling methods
like RUSF , RUSR, NearMiss, as well as the hybrid sampling
method SMOTEENN, uniformly cause the CNN to classify all
log sequences as normal sequences, resulting in performance
metrics (i.e., Recall, Precision, F1, and MCC) being reduced
to 0. However, ROSR significantly improves NoSampling
by 48.2%, 103.2%, and 79.8% for ws set to 20, 50, and
100, respectively. A statistically significant difference in CNN
performance is only observed with SMOTETomek and ROSR.
LogRobust benefits from some resampling methods, except
NearMiss, IHT, SMOTEENN, and SMOTETomek, with im-
provements ranging from 5.0% to 121.0% across three window
sizes (shown in Table VI). In contrast to the effects observed
on CNN, certain undersampling, oversampling, and hybrid
sampling methods except for ADASYN, IHT, and SMOTEENN,
can positively impact NeuralLog (Table VII). Particularly,
data resampling applied to raw data (i.e., ROSR and RUSR)
substantially enhances the MCC of NoSampling by 6.0%
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TABLE V: The Recall, Precision, Specificity, F1-score, MCC, and AUC values of CNN when employing various data resampling
methods (i.e., NoSampling (NS), SMOTE (SMO), ADASYN (ADA), NearMiss (NM), InstanceHardnessThreshold (IHT),
SMOTEENN (SE), SMOTETomek (ST), RandomOverSampling in the feature space (ROSF ), RandomUnderSampling in the
feature space (RUSF ), RandomOverSampling applied to raw data (ROSR), and RandomUnderSampling applied to raw data
(RUSR)) to the four datasets, each with three different window sizes. Darker cells signify superior performance, while various
colors denote statistical significance among data resampling methods for each evaluation metric (determined by the Scott-Knott
ESD test with a p-value<0.05), as observed in the subsequent tables.

Dataset ws Metric NS SMO ADA NM IHT SE ST ROSF RUSF ROSR RUSR

R 0.948 0.963 0.962 0.956 0.967 0.961 0.962 0.962 0.960 0.961 0.961
P 0.985 0.978 0.982 0.989 0.945 0.995 0.989 0.984 0.986 0.984 0.986
S 0.999 0.999 0.999 0.999 0.996 1.000 0.999 0.999 0.999 0.992 0.999
F1 0.966 0.970 0.972 0.972 0.956 0.977 0.975 0.973 0.973 0.972 0.974
MCC 0.964 0.968 0.970 0.970 0.953 0.976 0.973 0.971 0.971 0.972 0.972

20

AUC 0.977 0.982 0.978 0.978 0.974 0.977 0.979 0.984 0.974 0.984 0.983

R 0.907 0.910 0.912 0.898 0.944 0.896 0.915 0.931 0.915 0.918 0.899
P 0.708 0.853 0.877 0.895 0.192 0.882 0.761 0.538 0.205 0.885 0.885
S 0.965 0.987 0.990 0.991 0.684 0.990 0.971 0.916 0.717 0.990 0.991
F1 0.787 0.880 0.894 0.896 0.319 0.888 0.820 0.665 0.335 0.901 0.892
MCC 0.779 0.871 0.886 0.888 0.341 0.880 0.814 0.665 0.352 0.893 0.883

50

AUC 0.919 0.941 0.959 0.952 0.824 0.937 0.943 0.929 0.857 0.944 0.951

R 0.916 0.930 0.900 0.911 0.937 0.894 0.902 0.927 0.901 0.907 0.898
P 0.362 0.857 0.832 0.923 0.218 0.885 0.665 0.905 0.798 0.928 0.613
S 0.827 0.996 0.983 0.993 0.681 0.989 0.920 0.991 0.977 0.993 0.945
F1 0.510 0.891 0.865 0.917 0.353 0.888 0.729 0.916 0.844 0.917 0.727
MCC 0.509 0.889 0.852 0.909 0.359 0.878 0.722 0.908 0.831 0.910 0.713

BGL

100

AUC 0.903 0.962 0.928 0.958 0.837 0.953 0.912 0.954 0.929 0.953 0.907

R 0.495 0.495 0.532 0.532 0.550 0.000 0.495 0.568 0.541 0.550 0.495
P 0.443 0.821 0.426 0.123 0.185 1.000 0.821 0.154 0.230 0.825 0.817
S 0.999 1.000 0.999 0.997 0.998 1.000 1.000 0.998 0.998 1.000 1.000
F1 0.441 0.618 0.443 0.198 0.274 0.000 0.618 0.241 0.315 0.659 0.613
MCC 0.454 0.637 0.460 0.253 0.316 0.000 0.638 0.293 0.347 0.673 0.634

20

AUC 0.866 0.840 0.873 0.880 0.894 0.545 0.839 0.894 0.865 0.881 0.843

R 0.460 0.379 0.414 0.000 0.391 0.000 0.345 0.402 0.000 0.345 0.000
P 0.169 0.800 0.315 0.000 0.255 0.000 0.537 0.481 0.000 0.923 0.000
S 0.997 1.000 0.999 1.000 0.998 1.000 0.999 0.999 1.000 1.000 1.000
F1 0.247 0.490 0.355 0.000 0.299 0.000 0.383 0.376 0.000 0.501 0.000
MCC 0.277 0.536 0.359 0.000 0.309 0.000 0.410 0.406 0.000 0.563 0.000

50

AUC 0.812 0.799 0.826 0.713 0.816 0.638 0.793 0.810 0.725 0.841 0.738

R 0.304 0.290 0.348 0.043 0.261 0.000 0.319 0.348 0.000 0.348 0.000
P 0.213 0.326 0.447 0.333 0.092 0.000 0.465 0.463 0.000 0.600 0.000
S 0.997 0.998 0.999 1.000 0.996 1.000 0.998 0.999 1.000 0.999 1.000
F1 0.241 0.276 0.391 0.077 0.136 0.000 0.334 0.397 0.000 0.420 0.000
MCC 0.247 0.290 0.393 0.120 0.153 0.000 0.360 0.400 0.000 0.444 0.000

TB

100

AUC 0.786 0.788 0.776 0.736 0.786 0.656 0.788 0.801 0.733 0.802 0.730

R 0.815 0.822 0.814 0.822 0.851 0.614 0.823 0.826 0.808 0.823 0.800
P 0.797 0.922 0.864 0.797 0.482 0.845 0.934 0.975 0.975 0.991 0.946
S 0.999 1.000 0.999 0.999 0.995 0.999 1.000 1.000 1.000 1.000 1.000
F1 0.806 0.868 0.837 0.806 0.615 0.646 0.875 0.894 0.884 0.899 0.866
MCC 0.805 0.869 0.837 0.807 0.638 0.681 0.876 0.897 0.887 0.902 0.869

20

AUC 0.967 0.969 0.968 0.968 0.974 0.963 0.969 0.971 0.973 0.972 0.971

R 0.893 0.907 0.888 0.908 0.963 0.065 0.893 0.935 0.903 0.908 0.889
P 0.582 0.677 0.769 0.415 0.243 0.080 0.592 0.873 0.510 0.786 0.618
S 0.991 0.994 0.996 0.983 0.959 0.990 0.992 0.998 0.988 0.997 0.992
F1 0.704 0.774 0.823 0.570 0.388 0.071 0.712 0.903 0.652 0.842 0.728
MCC 0.716 0.780 0.823 0.607 0.472 0.060 0.723 0.902 0.673 0.842 0.737

50

AUC 0.996 0.997 0.997 0.993 0.978 0.921 0.996 0.998 0.995 0.998 0.997

R 0.909 0.919 0.919 0.899 0.961 0.888 0.908 0.931 0.907 0.925 0.924
P 0.726 0.853 0.771 0.510 0.311 0.623 0.657 0.904 0.784 0.880 0.803
S 0.991 0.996 0.993 0.977 0.945 0.986 0.988 0.997 0.994 0.997 0.994
F1 0.807 0.882 0.838 0.649 0.470 0.730 0.762 0.917 0.841 0.902 0.858
MCC 0.807 0.881 0.837 0.666 0.530 0.735 0.765 0.915 0.839 0.899 0.857

Spirit

100

AUC 0.995 0.998 0.998 0.992 0.976 0.994 0.997 0.999 0.988 0.998 0.988

R 0.476 0.571 0.619 0.524 0.524 0.048 0.571 0.524 0.524 0.571 0.619
P 1.000 0.857 0.867 0.917 0.611 0.333 0.750 1.000 0.917 1.000 0.867
S 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.645 0.686 0.722 0.667 0.564 0.083 0.649 0.688 0.667 0.727 0.722
MCC 0.690 0.699 0.732 0.693 0.565 0.125 0.654 0.723 0.693 0.756 0.732

20

AUC 0.988 0.990 0.995 0.989 0.977 0.888 0.989 0.983 0.983 0.989 0.995

R 0.688 0.688 0.750 0.750 0.875 0.000 0.625 0.813 0.563 0.813 0.813
P 1.000 1.000 1.000 1.000 0.286 0.000 1.000 1.000 1.000 1.000 1.000
S 1.000 1.000 1.000 1.000 0.992 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.815 0.815 0.857 0.857 0.431 0.000 0.769 0.897 0.720 0.897 0.897
MCC 0.829 0.829 0.866 0.866 0.497 0.000 0.790 0.901 0.749 0.901 0.901

50

AUC 0.997 0.997 0.999 0.999 0.995 0.931 0.998 0.997 0.998 0.999 0.998

R 0.333 0.333 0.417 0.417 0.250 0.000 0.333 0.417 0.500 0.417 0.417
P 0.800 1.000 0.833 0.714 0.750 0.000 0.667 0.625 0.667 1.000 0.625
S 1.000 1.000 1.000 0.999 1.000 1.000 0.999 0.999 0.999 1.000 0.999
F1 0.471 0.500 0.556 0.526 0.375 0.000 0.444 0.500 0.571 0.588 0.500
MCC 0.515 0.576 0.588 0.544 0.431 0.000 0.469 0.508 0.575 0.644 0.508

Huawei

100

AUC 0.928 0.923 0.952 0.953 0.950 0.847 0.940 0.870 0.922 0.944 0.933

to 59.0%. Hence, data resampling methods have varied
effects on three DLLAD approaches, with only ROSF being

consistently beneficial on severely imbalanced datasets.

In the highly imbalanced dataset Huawei (anomaly
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TABLE VI: The Recall, Precision, Specificity, F1-score, MCC, and AUC values of LogRobust when employing various data
resampling methods to the four datasets, each with three different window sizes.

Dataset ws Metric NS SMO ADA NM IHT SE ST ROSF RUSF ROSR RUSR

R 0.949 0.958 0.955 0.951 0.952 0.952 0.956 0.938 0.942 0.951 0.948
P 0.860 0.885 0.889 0.882 0.858 0.887 0.889 0.892 0.892 0.912 0.904
S 0.989 0.992 0.992 0.991 0.989 0.992 0.992 0.992 0.992 0.994 0.993
F1 0.903 0.920 0.921 0.915 0.903 0.918 0.921 0.914 0.916 0.931 0.925
MCC 0.897 0.915 0.916 0.910 0.897 0.913 0.916 0.909 0.911 0.926 0.920

20

AUC 0.970 0.985 0.988 0.980 0.974 0.983 0.982 0.974 0.975 0.980 0.982

R 0.911 0.901 0.920 0.871 0.940 0.944 0.904 0.919 0.901 0.901 0.898
P 0.709 0.895 0.879 0.648 0.565 0.821 0.823 0.891 0.872 0.902 0.896
S 0.968 0.992 0.990 0.953 0.942 0.983 0.983 0.991 0.989 0.992 0.992
F1 0.792 0.898 0.899 0.726 0.706 0.877 0.859 0.905 0.886 0.901 0.897
MCC 0.783 0.890 0.891 0.718 0.703 0.869 0.849 0.897 0.877 0.893 0.889

50

AUC 0.960 0.966 0.966 0.964 0.962 0.960 0.942 0.966 0.965 0.963 0.966

R 0.903 0.928 0.878 0.917 0.945 0.887 0.908 0.889 0.900 0.936 0.887
P 0.793 0.892 0.908 0.870 0.803 0.896 0.957 0.914 0.900 0.894 0.896
S 0.978 0.989 0.992 0.987 0.978 0.990 0.996 0.992 0.990 0.989 0.990
F1 0.844 0.909 0.892 0.893 0.868 0.892 0.932 0.901 0.900 0.915 0.892
MCC 0.831 0.901 0.882 0.883 0.858 0.882 0.926 0.892 0.890 0.907 0.882

BGL

100

AUC 0.954 0.963 0.961 0.959 0.961 0.961 0.971 0.967 0.964 0.966 0.961

R 0.766 0.459 0.641 0.775 0.811 0.000 0.775 0.802 0.703 0.652 0.529
P 0.084 0.708 0.218 0.108 0.127 0.000 0.111 0.141 0.313 0.285 0.352
S 0.994 1.000 0.998 0.995 0.996 1.000 0.995 0.996 0.997 0.998 0.998
F1 0.151 0.532 0.313 0.189 0.220 0.000 0.193 0.239 0.368 0.376 0.371
MCC 0.252 0.557 0.364 0.286 0.319 0.000 0.290 0.335 0.425 0.415 0.403

20

AUC 0.915 0.849 0.903 0.920 0.933 0.544 0.916 0.922 0.905 0.685 0.870

R 0.609 0.529 0.598 0.347 0.644 0.000 0.540 0.552 0.425 0.598 0.425
P 0.317 0.804 0.433 0.647 0.236 0.000 0.271 0.404 0.636 0.852 0.805
S 0.998 1.000 0.999 1.000 0.996 1.000 0.998 0.998 1.000 1.000 1.000
F1 0.415 0.637 0.481 0.450 0.333 0.000 0.355 0.444 0.497 0.703 0.554
MCC 0.437 0.651 0.497 0.473 0.379 0.000 0.378 0.459 0.513 0.713 0.583

50

AUC 0.861 0.881 0.864 0.847 0.885 0.524 0.872 0.854 0.860 0.870 0.865

R 0.449 0.464 0.435 0.536 0.565 0.029 0.485 0.435 0.507 0.464 0.420
P 0.277 0.436 0.510 0.216 0.146 0.667 0.374 0.597 0.469 0.655 0.488
S 0.997 0.998 0.999 0.995 0.992 1.000 0.998 0.999 0.999 0.999 0.999
F1 0.340 0.429 0.457 0.297 0.232 0.056 0.418 0.501 0.484 0.526 0.450
MCC 0.350 0.438 0.463 0.331 0.284 0.139 0.422 0.507 0.485 0.541 0.451

TB

100

AUC 0.826 0.868 0.846 0.851 0.848 0.727 0.859 0.865 0.864 0.831 0.837

R 0.892 0.910 0.914 0.910 0.937 0.791 0.913 0.913 0.915 0.918 0.915
P 0.973 0.991 0.990 0.836 0.510 0.547 0.975 0.993 0.996 0.990 0.989
S 1.000 1.000 1.000 0.999 0.995 0.992 1.000 1.000 1.000 1.000 1.000
F1 0.930 0.949 0.950 0.862 0.660 0.542 0.943 0.951 0.954 0.953 0.950
MCC 0.931 0.950 0.951 0.867 0.689 0.599 0.943 0.951 0.954 0.953 0.951

20

AUC 0.991 0.990 0.993 0.988 0.991 0.980 0.992 0.993 0.994 0.993 0.992

R 0.910 0.903 0.914 0.896 0.974 0.899 0.903 0.907 0.910 0.925 0.907
P 0.805 0.949 0.763 0.736 0.218 0.717 0.893 0.957 0.884 0.905 0.917
S 0.997 0.999 0.996 0.996 0.952 0.995 0.999 0.999 0.998 0.999 0.999
F1 0.832 0.925 0.832 0.808 0.356 0.798 0.898 0.931 0.897 0.915 0.912
MCC 0.854 0.925 0.833 0.809 0.449 0.800 0.897 0.930 0.896 0.914 0.911

50

AUC 0.990 0.990 0.990 0.989 0.967 0.989 0.990 0.990 0.990 0.991 0.990

R 0.918 0.923 0.920 0.925 0.981 0.765 0.913 0.939 0.923 0.909 0.916
P 0.863 0.945 0.904 0.609 0.330 0.725 0.644 0.972 0.895 0.983 0.950
S 0.994 0.999 0.996 0.984 0.949 0.991 0.987 0.999 0.997 1.000 0.999
F1 0.889 0.933 0.911 0.733 0.493 0.717 0.753 0.955 0.908 0.945 0.932
MCC 0.885 0.932 0.908 0.742 0.553 0.725 0.759 0.954 0.906 0.944 0.931

Spirit

100

AUC 0.996 0.999 0.997 0.993 0.982 0.994 0.995 0.998 0.997 0.997 0.996

R 0.667 0.714 0.762 0.619 0.619 0.190 0.762 0.762 0.762 0.714 0.619
P 1.000 1.000 1.000 0.813 0.684 1.000 0.941 1.000 0.941 1.000 0.929
S 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.800 0.833 0.865 0.703 0.650 0.320 0.842 0.865 0.842 0.833 0.743
MCC 0.816 0.845 0.873 0.709 0.650 0.436 0.847 0.873 0.847 0.845 0.758

20

AUC 0.995 0.990 0.991 0.984 0.973 0.986 0.995 0.995 0.995 0.995 0.989

R 0.625 0.875 0.688 0.625 0.813 0.000 0.813 0.688 0.563 0.750 0.563
P 1.000 1.000 1.000 0.769 0.176 0.000 0.929 1.000 1.000 1.000 1.000
S 1.000 1.000 1.000 0.999 0.985 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.769 0.933 0.815 0.690 0.289 0.000 0.867 0.815 0.720 0.857 0.720
MCC 0.790 0.935 0.829 0.692 0.374 0.000 0.868 0.829 0.749 0.866 0.749

50

AUC 0.994 1.000 0.996 0.996 0.992 0.949 0.998 0.996 0.995 0.998 0.995

R 0.250 0.417 0.417 0.083 0.750 0.000 0.250 0.500 0.250 0.417 0.250
P 0.750 1.000 0.833 1.000 0.113 0.000 1.000 0.545 0.375 1.000 0.750
S 1.000 1.000 1.000 1.000 0.966 1.000 1.000 0.998 0.998 1.000 1.000
F1 0.375 0.588 0.556 0.154 0.196 0.000 0.400 0.522 0.300 0.588 0.375
MCC 0.431 0.644 0.588 0.288 0.282 0.000 0.499 0.520 0.303 0.644 0.431

Huawei

100

AUC 0.890 0.909 0.964 0.955 0.915 0.632 0.929 0.942 0.877 0.974 0.929

proportion<0.6%), which has the least variety and volume
compared to the public datasets (detailed in Section III-A),
CNN and LogRobust perform relatively better than NeuralLog
(detailed in Section IV-A). For CNN (Table V), ADASYN,
ROSR, and RUSR improve performance by 4.5%–25.2%
across various window sizes. For LogRobust (Table VI),
ROSR, SMOTE, ADASYN, ROSF , and SMOTETomek boost

performance by 3.5%–49.4%. In contrast, NeuralLog (Ta-
ble VII) shows the most significant improvements, with ROSR,
SMOTE, ADASYN, and ROSF enhancing performance by
27.0%–145.1%. The substantial performance gains observed in
NeuralLog with oversampling methods suggest that generating
synthetic anomalies or duplicating anomalies increases data
variety and volume. As mentioned earlier, the limited size and
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TABLE VII: The Recall, Precision, Specificity, F1-score, MCC, and AUC values of NeuralLog when employing various data
resampling methods to the four datasets, each with three different window sizes.

Dataset ws Metric NS SMO ADA NM IHT SE ST ROSF RUSF ROSR RUSR

R 0.896 0.951 0.929 0.842 0.766 0.867 0.875 0.939 0.897 0.937 0.925
P 0.852 0.932 0.908 0.166 0.818 0.908 0.925 0.894 0.958 0.923 0.910
S 0.989 0.995 0.994 0.691 0.987 0.994 0.995 0.992 0.997 0.995 0.994
F1 0.872 0.941 0.918 0.275 0.788 0.886 0.899 0.915 0.926 0.930 0.917
MCC 0.864 0.937 0.913 0.282 0.776 0.880 0.893 0.910 0.922 0.925 0.912

20

AUC 0.943 0.971 0.956 0.767 0.877 0.930 0.935 0.966 0.947 0.966 0.955

R 0.627 0.753 0.891 0.755 0.732 0.645 0.675 0.899 0.680 0.880 0.807
P 0.872 0.825 0.840 0.284 0.740 0.900 0.888 0.844 0.956 0.897 0.903
S 0.991 0.985 0.984 0.621 0.979 0.992 0.990 0.986 0.998 0.992 0.992
F1 0.721 0.770 0.854 0.325 0.735 0.739 0.747 0.869 0.794 0.888 0.837
MCC 0.718 0.763 0.849 0.297 0.715 0.740 0.749 0.860 0.794 0.879 0.836

50

AUC 0.809 0.869 0.937 0.688 0.856 0.819 0.833 0.943 0.839 0.936 0.899

R 0.598 0.892 0.828 0.640 0.874 0.755 0.713 0.842 0.520 0.878 0.656
P 0.671 0.715 0.831 0.323 0.190 0.799 0.887 0.883 0.808 0.879 0.904
S 0.878 0.963 0.982 0.601 0.650 0.980 0.991 0.989 0.985 0.989 0.993
F1 0.496 0.787 0.818 0.336 0.312 0.767 0.789 0.859 0.603 0.878 0.759
MCC 0.511 0.774 0.807 0.259 0.300 0.751 0.778 0.848 0.608 0.866 0.752

BGL

100

AUC 0.738 0.919 0.916 0.620 0.763 0.890 0.852 0.905 0.753 0.927 0.829

R 0.772 0.862 0.561 0.821 0.683 0.496 0.691 0.772 0.683 0.756 0.740
P 0.758 0.800 0.852 0.717 0.825 0.886 0.869 0.842 0.886 0.942 0.883
S 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.760 0.827 0.676 0.765 0.738 0.635 0.770 0.805 0.771 0.838 0.805
MCC 0.762 0.829 0.691 0.766 0.745 0.662 0.775 0.806 0.778 0.843 0.808

20

AUC 0.856 0.931 0.780 0.910 0.841 0.748 0.845 0.886 0.841 0.886 0.878

R 0.730 0.854 0.805 0.854 0.748 0.537 0.748 0.813 0.813 0.879 0.715
P 0.469 0.788 0.797 0.700 0.803 0.880 0.671 0.808 0.603 0.986 0.935
S 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 1.000 1.000
F1 0.571 0.812 0.797 0.769 0.770 0.667 0.686 0.808 0.683 0.928 0.811
MCC 0.585 0.816 0.799 0.773 0.773 0.687 0.697 0.809 0.695 0.930 0.818

50

AUC 0.865 0.927 0.902 0.927 0.874 0.768 0.874 0.906 0.906 0.939 0.899

R 0.756 0.756 0.911 0.683 0.732 0.512 0.618 0.805 0.780 0.813 0.732
P 0.470 0.697 0.497 0.583 0.698 0.778 0.790 0.750 0.681 0.828 0.882
S 0.999 1.000 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.579 0.718 0.641 0.629 0.714 0.618 0.642 0.776 0.727 0.820 0.800
MCC 0.596 0.722 0.671 0.631 0.714 0.631 0.672 0.777 0.729 0.820 0.803

TB

100

AUC 0.828 0.878 0.955 0.841 0.866 0.756 0.832 0.902 0.890 0.906 0.866

R 0.899 0.919 0.929 0.950 0.940 0.881 0.925 0.939 0.920 0.919 0.924
P 0.899 0.969 0.902 0.380 0.510 0.976 0.945 0.928 0.800 0.976 0.889
S 0.999 1.000 0.999 0.990 0.995 1.000 1.000 1.000 0.999 1.000 0.999
F1 0.895 0.943 0.915 0.534 0.661 0.925 0.935 0.933 0.855 0.946 0.905
MCC 0.897 0.943 0.915 0.591 0.690 0.927 0.935 0.933 0.857 0.947 0.905

20

AUC 0.949 0.959 0.964 0.970 0.968 0.940 0.962 0.969 0.960 0.960 0.962

R 0.931 0.913 0.937 0.944 0.946 0.889 0.919 0.932 0.933 0.923 0.919
P 0.864 0.975 0.921 0.446 0.588 0.969 0.957 0.947 0.921 0.997 0.997
S 0.999 1.000 1.000 0.993 0.996 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.896 0.943 0.929 0.603 0.724 0.926 0.937 0.939 0.927 0.959 0.957
MCC 0.896 0.943 0.928 0.644 0.743 0.927 0.937 0.939 0.926 0.959 0.957

50

AUC 0.965 0.962 0.968 0.968 0.971 0.944 0.960 0.966 0.966 0.962 0.961

R 0.938 0.930 0.937 0.829 0.951 0.853 0.937 0.923 0.926 0.937 0.937
P 0.800 0.985 0.989 0.810 0.556 0.938 0.927 0.989 0.974 0.996 0.947
S 0.999 1.000 1.000 1.000 0.996 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.862 0.957 0.962 0.819 0.702 0.893 0.932 0.955 0.950 0.966 0.942
MCC 0.865 0.957 0.962 0.819 0.726 0.894 0.932 0.955 0.950 0.966 0.941

Spirit

100

AUC 0.964 0.965 0.968 0.915 0.973 0.926 0.968 0.961 0.963 0.968 0.964

R 0.238 0.571 0.524 0.200 0.000 0.048 0.381 0.429 0.238 0.476 0.095
P 1.000 0.923 0.733 1.000 0.000 1.000 0.800 1.000 0.833 1.000 1.000
S 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.385 0.706 0.611 0.333 0.000 0.091 0.516 0.600 0.370 0.645 0.174
MCC 0.488 0.726 0.619 0.447 0.000 0.218 0.551 0.654 0.445 0.690 0.308

20

AUC 0.619 0.786 0.762 0.600 0.500 0.524 0.690 0.714 0.619 0.738 0.548

R 0.095 0.429 0.476 0.100 0.238 0.238 0.095 0.571 0.190 0.667 0.143
P 1.000 0.600 0.500 0.286 0.625 1.000 1.000 1.000 1.000 0.667 1.000
S 1.000 0.999 0.999 1.000 1.000 1.000 1.000 1.000 1.000 0.999 1.000
F1 0.174 0.500 0.488 0.148 0.345 0.385 0.174 0.727 0.320 0.667 0.250
MCC 0.308 0.506 0.487 0.168 0.385 0.488 0.308 0.756 0.436 0.666 0.378

50

AUC 0.548 0.714 0.738 0.550 0.619 0.619 0.548 0.786 0.595 0.833 0.571

R 0.150 0.476 0.619 0.048 0.190 0.000 0.619 0.476 0.286 0.476 0.250
P 1.000 0.833 0.650 1.000 1.000 0.000 0.867 1.000 1.000 0.833 1.000
S 1.000 1.000 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
F1 0.261 0.606 0.634 0.091 0.320 0.000 0.722 0.645 0.444 0.606 0.400
MCC 0.387 0.629 0.634 0.218 0.436 0.000 0.732 0.690 0.534 0.629 0.500

Huawei

100

AUC 0.575 0.738 0.809 0.524 0.595 0.500 0.809 0.738 0.643 0.738 0.625

variety of the Huawei dataset may hinder NeuralLog’s com-
plex architecture from achieving effective training. By gen-
erating anomalies, oversampling creates a richer and broader
dataset, enabling the Transformer-based NeuralLog to better
capture complex patterns and relationships in the log data. In
addition, we find that copying the embeddings of anomalies
(ROSF ) does not always enhance DLLAD model performance

(e.g., CNN with ws=100) as effectively as copying the raw text
of anomalies (ROSR). This is likely because oversampling on
raw data alters the data distribution, thereby creating a wider
dataset that is more effective for generating embeddings and
training models. In short, for severely imbalanced datasets
with limited data, oversampling methods, particularly
those that create synthetic anomalies (e.g., ADASYN) or

This article has been accepted for publication in IEEE Transactions on Software Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TSE.2024.3513413

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Johns Hopkins University. Downloaded on December 13,2024 at 22:26:04 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTIONS ON SOFTWARE ENGINEERING 13

TABLE VIII: The frequently identified important tokens in abnormal log sequences.

Model Resampling network no authenticated request error cannot repeated tmreply
CNN NoSampling .046 .040 .006 .006 .008 .001 .007 .002

SMOTE .026 .047 .007 .010 .011 .005 .010 .006
ADASYN .032 .040 .006 .009 .013 .003 .013 .007
NearMiss .009 .040 .008 .007 .009 .005 .011 .006
IHT .059 .040 .009 .006 .009 .004 .008 .005
ROSF .054 .049 .008 .010 .012 .004 .010 .006
ROSR .028 .044 .009 .008 .011 .004 .012 .007

LogRobust NoSampling .039 .044 .007 .004 .007 .002 .010 .004
SMOTE .029 .043 .008 .010 .009 .006 .014 .008
ADASYN .034 .047 .009 .009 .010 .013 .013 .009
NearMiss .017 .042 .009 .007 .007 .004 .011 .005
IHT .045 .051 .010 .007 .006 .004 .012 .007
ROSF .040 .050 .007 .009 .008 .015 .011 .010
ROSR .031 .054 .008 .009 .009 .006 .014 .009

NeuralLog NoSampling .021 .024 .003 .003 .003 .000 .003 .001
SMOTE .018 .033 .004 .005 .004 .008 .007 .002
ADASYN .019 .027 .003 .004 .006 .003 .004 .002
NearMiss .025 .029 .005 .004 .003 .002 .003 .002
IHT .030 .021 .006 .003 .003 .003 .003 .002
ROSF .025 .031 .005 .006 .005 .003 .005 .002
ROSR .022 .025 .002 .004 .004 .003 .004 .003

duplicate raw anomalies (e.g., ROSR), can significantly
enhance the performance of three DLLAD approaches.

Finding 8: In cases of severe class imbalance (e.g., the
abnormal proportion is less than 1%), ROSR consistently
enhances the effectiveness of DLLAD approaches. In cases
of moderate class imbalance, ROSR, SMOTE, ADASYN, and
ROSF exhibit effectiveness improvements across DLLAD
approaches.

Furthermore, there are other noteworthy observations from
the analysis. Undersampling methods like NearMiss and IHT
often perform poorly likely because reducing the majority
class can lead to the loss of important information in the
log data. Similarly, the hybrid method SMOTEENN strug-
gles to enhance DLLAD performance. This method gen-
erates synthetic abnormal sequences and then removes log
sequences considered noisy or overlapping with the majority
class. However, this removal step can also discard valuable
sequences that share features with both classes. In contrast,
oversampling methods, which focus on generating additional
minority class sequences, effectively address class imbalance.
Although these methods might introduce some noise, they
generally better preserve essential information in the log data.
These observations highlight the trade-off between balancing
class distributions and retaining critical data when applying
data resampling methods in DLLAD.

Finding 9: Undersampling methods NearMiss and IHT are
often ineffective in addressing the data imbalance problem.
In addition, the hybrid method SMOTEENN generally does
not improve the performance of DLLAD approaches.

V. DISCUSSION

A. Why Do(not) Data Resampling Methods Work?

In RQ3, we investigate the impact of various data resam-
pling methods on the performance of DLLAD approaches. To

enhance the interpretability of their performance, we utilize
Local Interpretable Model-agnostic Explanations (LIME) [47],
which is a widely-used model-agnostic explainable algorithm
for explaining deep learning models in software engineering
[48]–[54]. LIME can identify the tokens associated with
the highest attention weights in the neural network model.
These tokens are considered highly important for the DLLAD
model’s predictions.

Accordingly, we analyze the tokens with the highest atten-
tion weights for each abnormal log sequence in the test set
and manually filter out less meaningful tokens, such as “from”,
“for”, “by”, and “via” to focus on the highly important tokens.
For a DLLAD model utilizing a data resampling method, the
top ten most important tokens identified in each abnormal log
sequence form the important token set [55]. In Table VIII, we
use the Spirit dataset for demonstration, which contains the
greatest variety of abnormal log sequences. We calculate the
frequency of these important tokens, indicating how often each
one appears in the important token set. A higher frequency
implies more importance for the DLLAD model’s predictions.
The table presents the highly important tokens for three DL-
LAD models with the best four and worst two data resampling
methods identified in RQ3. We observe that DLLAD models
frequently highlight behavior-related tokens (e.g., repeated,
authenticated, and request) and negative tokens (e.g.,
no, error, and cannot).

In Table VIII, certain tokens, such as cannot, tmreply,
and request, exhibit relatively low frequencies when DL-
LAD models are applied without data resampling. However,
models utilizing the data resampling methods tend to focus
more on these tokens, resulting in higher frequencies compared
to those without data resampling. For instance, the token
cannot shows a notable increase in frequency, with CNN and
LogRobust models using SMOTE having token frequencies up
to 5 and 3 times higher, respectively, than their NoSampling
counterparts. Similarly, for tmreply, the token frequencies
with CNN, LogRobust, and NeuralLog using ROSR are up
to 3.5, 2.25, and 3 times higher, respectively, compared to
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TABLE IX: The abnormal log event within the abnormal log
sequence is highlighted in bold. The top five tokens identified
by LIT for LogRobust are listed below, with tokens from the
abnormal log event shown in bold.

Log Sequence
from=<#<*>#@#<*>#>, size=<*>, nrcpt=<*>(queue active) ×3
to=<#<*>#@#<*>#>, relay=none, delay=<*>, status=deferred (Name
service error for name=#<*># type=MX: Host not found, try again) ×3
mount request from <*>for <*><*>×3
from <*>via <*>network <*>.<*>.<*>/<*>: no free leases ×4
mount request from <*>for <*><*>
from <*>
from <*>via <*>network <*>.<*>.<*>/<*>: no free leases
running on <*>privileges.
password <*>for user <*>(#<*>#@#<*>#).
authentication for user <*>accepted.
#<*>#, coming from <*>authenticated.
from <*>via <*>network <*>.<*>.<*>/<*>: no free leases
mount request from <*>for <*><*>
closed for user <*>
opened for user <*>by <*>
closed for user <*>
opened for user <*>by <*>
publickey for <*>from <*>port <*>ssh<*>×2
repeated <*>times
cannot tm reply to <*>.sadmin2 task <*>
closed for user <*>
opened for user <*>by <*>
closed for user <*>
opened for user <*>by <*>
publickey for <*>from <*>port <*>ssh<*>×2
from <*>via <*>network <*>.<*>.<*>/<*>: no free leases ×8
CMD (test -x /etc/pbs stat.py && /etc/pbs stat.py cron)

Top Five Tokens
NoSampling: name, no, leases, network, closed
ROSR: leases, no, tm reply, repeated, cannot
SMOTE: MX, accepted, free, repeated, tm reply
ADASYN: error, found, root, tm reply, cannot
ROSF : service, free, network, no, cannot
NearMiss: /etc/pbs stat.py, root, authenticated, leases, free
IHT: authenticated, no, network, free, accepted

these models without data resampling. Conversely, tokens
like network, which have higher frequencies in models
without data resampling, show reduced frequencies when data
resampling methods such as SMOTE and ADASYN are applied.
This shift indicates that these oversampling methods enable
models to prioritize more important tokens for the DLLAD
model’s predictions.

To intuitively explain the observation, Table IX presents
an example of LIME results for an actual abnormal log
sequence from the Spirit dataset, with the abnormal log event
highlighted in bold. To conserve space, continuous repeated
log events are denoted by ×N . The abnormal log event
indicates that the system is unable to complete the expected
task response. The key token cannot indicates an operation
failure, typically signifying an abnormal event. Meanwhile,
the subsequent token tmreply implies that the reply is not
completed, suggesting a potential communication or handling
issue between the system and sadmin2. This could lead
to the task not being executed or properly concluded. The
table lists the top five tokens for LogRobust with and without
data resampling. We observe that with NoSampling, the top
five tokens identified by the model do not appear in the
abnormal log event, indicating the model’s failure to capture

key abnormal information within the log sequence. In contrast,
when using data resampling methods like ROSR, SMOTE,
ADASYN, and ROSF , the model effectively identifies key
tokens within the abnormal log event. Notably, cannot and
tmreply rank among the top five tokens when employing the
ROSR and ADASYN. These data resampling methods enable
DLLAD models to focus more on the important features
of abnormal log events, assigning greater weights to these
important tokens and allowing the models to more accurately
detect abnormal log sequences.

TABLE X: The average data resampling time (Tresample) and
model training time (Ttrain) for NeuralLog on four datasets
with ws=20.

Resampling Tresample Ttrain Tresample+train

NoSampling - 18m21s 18m21s
ROSR <1ms 19m12s 19m12s
RUSR <1ms 14m10s 14m10s
ROSF 4m12s 23m48s 28m
RUSF 2m31s 14m16s 16m47s
SMOTE 4m24s 23m33s 27m57s
ADASYN 6m32s 23m38s 30m10s
NearMiss 1m59s 16m4s 18m3s
IHT 89m16s 19m11s 108m27s
SMOTEENN 30m46s 18m55s 49m41s
SMOTETomek 27m8s 21m10s 48m18s

B. Efficiency of Data Resampling and Model Training

In Section IV, we examine the effectiveness of data resam-
pling methods applied to DLLAD approaches. Additionally,
this section evaluates the efficiency of these approaches and
their impact on model training time. For this analysis, we use
NeuralLog, a model that typically requires more training time,
applied across the four datasets with a window size of 20. The
average data resampling time (Tresample) and model training
time (Ttrain) are presented in Table X.

Data resampling on raw data methods, such as ROSR and
RUSR, is extremely efficient, taking less than 1 millisecond,
making it negligible. In contrast, data resampling methods
applied in the feature space, including ROSF , RUSF , SMOTE,
ADASYN, and NearMiss, take up to 7 minutes. More complex
methods like IHT, SMOTEENN, and SMOTETomek exhibit
much longer processing times, ranging from 27 to 89 min-
utes. Regarding model training time, undersampling methods
generally lead to faster training for NeuralLog. For instance,
RUSR and RUSF reduce training time by approximately 4
minutes compared to NoSampling. In contrast, oversampling
and hybrid sampling methods increase training time, but the
increase remains under 6 minutes compared to NoSampling.

C. Implications of Our Findings

Sections IV and V-B offer a comprehensive analysis of the
impact of various data resampling methods on the effectiveness
and efficiency of DLLAD approaches. Based on the insights,
we outline several practical implications for practitioners.

(1) Effectiveness prioritization: For non-urgently train-
ing DLLAD models to detect log anomalies, practitioners
prioritize high accuracy in predicted results. Utilizing ROSR

generally enhances DLLAD model performance. Notably, in
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highly imbalanced datasets like Thunderbird, the performance
of three DLLAD models improves consistently when employ-
ing ROSR. In the Huawei dataset—also highly imbalanced but
characterized by lower data volume and less variety—certain
oversampling methods (e.g., ROSR and ADASYN) that du-
plicate or create abnormal log sequences are beneficial for
improving DLLAD performance. Therefore, we recommend
using ROSR with the DLLAD model for effective predictions.

(2) Efficiency prioritization: For scenarios requiring ef-
ficient training of DLLAD models to quickly identify log
anomalies, CNN and LogRobust are preferable due to their
shorter training times. Furthermore, using ROS and RUS meth-
ods on raw data for duplication and removal before embedding
takes considerably less time than data resampling methods in
feature spaces, as indicated in Table X. These methods also
perform well, achieving top-1 and top-5 ranks among the ten
data resampling methods evaluated (detailed in Section IV-C).
Based on our experimental findings, LogRobust outperforms
CNN overall. Therefore, employing ROSR and RUSR with
LogRobust is recommended for efficient prediction.

(3) Further enhancement: As discussed in Section V-A,
our analysis identifies certain important tokens that con-
tribute to DLLAD, such as cannot and tmreply in the
Spirit dataset. When employing data resampling methods like
SMOTE, ADASYN, and ROSR, these tokens receive increased
attention weights, thereby aiding DLLAD models in better-
predicting log anomalies. Building on these insights, future
research may be able to develop enhanced data oversampling
methods that focus on generating or duplicating abnormal log
sequences containing these important tokens. By prioritizing
log sequences with highly important tokens, these methods
aim to improve the training process, enabling the model to
learn more effectively from relevant abnormal features. This
targeted data resampling strategy balances the dataset, thereby
amplifying the presence of key abnormal log features and ul-
timately leading to improved anomaly detection performance.

D. Threats to Validity

(1) Limited models and datasets. One potential concern
pertains to our selection of DLLAD approaches, we adapted
existing supervised approaches for our empirical investigation.
This choice is motivated by several factors: Semi-supervised
approaches leverage only a fraction of normal logs, whereas
unsupervised methods assume datasets lack labels, diverging
from our fully supervised data scenario. Furthermore, some
unsupervised and semi-supervised approaches share a model
structure similar to NeuralLog, as observed in LAnoBERT
[37] and Hades [35]. Previous empirical studies [1], [2]
have consistently shown inferior performance of unsuper-
vised and semi-supervised approaches compared to supervised
ones. Hence, we deliberately include the latest supervised
approaches as our evaluated DLLAD approaches. Another
concern arises from the limited availability of datasets. Cur-
rently, only a few public datasets are available (e.g., HDFS,
BGL, Thunderbird, and Spirit). To enhance our study, we
include the recently released Huawei dataset. These datasets

exhibit different levels of class imbalance and data variety,
allowing our empirical study to generalize its findings more
effectively.

(2) Hyperparameter settings. The selection of an appro-
priate resampling ratio of normal to abnormal data constitutes
a threat when assessing the effectiveness of data resampling
methods. Considering numerous data resampling methods and
the impracticality of evaluating all of them across diverse
datasets with exhaustive resampling ratio variations, it is cru-
cial to systematically choose the resampling ratio. To address
this challenge, we introduce a standardized quarter-based unit
for a consistent benchmark across various data resampling
methods. On this basis, the general conclusions obtained aid
researchers in narrowing their focus for subsequent study
phases.

(3) Generalizability. We intentionally select ten data resam-
pling methods from three distinct categories and systematically
apply them to three representative DLLAD approaches across
four publicly available datasets. Additionally, Lyu et al. [54]
highlight that the randomness introduced by data resampling
(i.e., undersampling the majority class) can result in internal
inconsistencies in model interpretations. To alleviate this issue,
we average the results over five runs to reduce the impact of
randomness and internal inconsistencies. Our objective does
not compare the effectiveness of those DLLAD approaches but
rather focuses on evaluating the capabilities of different data
resampling methods applied to those approaches. As such, our
findings aim to highlight general trends in how data resampling
affects different DLLAD approaches, with the ultimate goal of
offering valuable insights to inform future research endeavors.

VI. RELATED WORK

A. Deep Learning-Based Log Anomaly Detection

Since the work by He et al. [38] (which evaluated six
machine learning-based anomaly detection approaches and
compared their accuracy and efficiency on two represen-
tative production log datasets), numerous DLLAD models
have emerged. These DLLAD models typically fall into
several categories, including CNN-based, LSTM-based, and
Transformer-based models. Lu et al. [9] employed CNN with
three filters to extract local semantic information from log
data. Zhang et al. [56], Du et al. [8], and Meng et al. [11]
adopted LSTM [57] to capture long-term dependencies in log
sequences and learn log patterns for predicting the next log.
Vinayakumar et al. [58] employed a stacked-LSTM model to
learn temporal patterns using sparse representations. Zhang
et al. [10] proposed the LogRobust method that integrated
the attention mechanism with a Bi-LSTM model, enabling
comprehensive sequence information capture in both direc-
tions. Li et al. [59] employed a unified attention-based Bi-
LSTM model to learn the patterns for sequential anomaly
detection. Le et al. [2] introduced NeuralLog, utilizing BERT
for embedding representation and a Transformer encoder
for log anomaly detection classification. To the best of our
knowledge, only the work by Le et al. [1] has highlighted
that DLLAD models trained on highly imbalanced datasets
exhibit low precision or recall values. Yet, there is currently
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no research exploring whether data resampling methods can
mitigate class imbalance issues and improve DLLAD model
performance. Subsequent work, such as unsupervised ap-
proach LAnoBERT [37], and semi-supervised approaches like
PLELog [12], AdaLog [13], and Hades [35], have emerged
to alleviate the potential difficulty of acquiring large labeled
log datasets for training supervised learning models in log
anomaly detection. However, we chose to focus on CNN [9],
LogRobust [10], and NeuralLog [2] as the DLLAD models in
our study, instead of these recently proposed semi-supervised
or unsupervised methods. Our rationale behind this decision is
based on the following reasons. (1) Different data scenarios:
semi-supervised approaches use only a portion of the normal
logs, and unsupervised approaches assume datasets have no
labels, which differs from our fully supervised data hypothesis
scenario. (2) Similar model structure: some unsupervised and
semi-supervised approaches share a model structure similar
to NeuralLog [2]. For example, LAnoBERT [37] employed
pre-trained BERT for unsupervised learning with a masked
language modeling loss function, and Hades utilized Fast-
Text for semantic vector representation and Transformer for
classification. (3) Performance disparities: previous empirical
studies [1], [2] have indicated notably inferior performance
of unsupervised and semi-supervised approaches compared to
supervised approaches.

B. Data Resampling for Software Engineering

Data resampling has been widely applied to address the
class imbalance issue in the field of software engineering, such
as quality prediction [60], bug classification [61], [62], defect
prediction [28], [42], [63]–[68], and code smell detection [69],
[70]. For example, Zheng et al. [61] analyzed the impact of
six data resampling methods (e.g., SMOTE, Mahakil [71], and
Rose [72]) on multiple classifiers for bug report classification.
They found that the combination of Rose with random forest
yielded the best performance. Bennin et al. [65] observed
that while their investigated data resampling methods have
no statistically significant effect on defect prioritization, these
methods improve the defect classification performance with
regard to Recall and G-mean. Subsequently, they [42] demon-
strated that random undersampling and borderline-SMOTE
are the more stable data resampling methods in software
defect prediction. Li et al. [70] investigated the effects of 31
imbalanced learning methods on machine learning classifiers
for code smell detection. Their study revealed varied impacts
of these methods across different code smells, with deep forest
consistently enhancing performance. Additionally, certain data
resampling methods such as CNN, ENN, BSMOTE, and
ROS showed superior performance compared to SMOTE.
Differently from prior work, in the context of log anomaly
detection, which poses unique challenges such as the need for
careful selection of window sizes, our research conducts an
extensive analysis to explore the influence of data resampling
methods on model performance across various window sizes.
Furthermore, our study delves into the effects of some data
resampling methods on both raw data and the feature space,
providing valuable insights for practitioners in this field.

C. Deep Learning-Based Anomaly Detection in Other Fields.

Deep learning-based anomaly detection is applicable not
only in software log anomaly detection but also in diverse
fields like fraud detection [73]–[76], medical diagnosis [14],
[77]–[79], manufacturing defect detection [80], and network
intrusion detection [81]. While the workflow for anomaly
detection in these domains shares similarities with the depicted
Figure 1, specific data preprocessing steps, such as log parsing
and grouping, may not be applicable. In these fields, class
imbalance also presents a significant challenge that can affect
the performance of anomaly detection models. Various data
resampling methods have been employed to address this
issue. For example, Roy et al. [74] implemented RUS with a
recommended resampling ratio [82] of 10:1 for non-fraudulent
to fraudulent credit card transaction data, followed by an
LSTM model for detecting fraud in credit card transactions.
Li et al. [78] employed a CNN-based model with adjusted
class weights to analyze phonocardiograms for abnormal heart
sound detection. Abdelkhalek et al. [81] proposed a data re-
sampling approach combining ADASYN and Tomek Links in
conjunction with diverse deep learning models (such as LSTM
and CNN) for improved detection of malicious attacks, aiming
to address the class imbalance issue between normal traffic and
attack samples. In summary, the aforementioned studies sug-
gest that certain data resampling methods can enhance model
performance, aligning with our findings. However, empirical
research regarding the most effective data resampling methods,
optimal resampling ratio, and their impacts on both raw data
and the feature space is currently lacking in these fields.

VII. CONCLUSION

Our study represents a pioneering effort in comprehensively
assessing the impact of ten data resampling methods on allevi-
ating class imbalance in DLLAD. Through empirical analysis,
we have derived several critical insights. Firstly, severe data
imbalances, like in the Thunderbird dataset, often lead to poor
performance in DLLAD approaches. Secondly, oversampling
methods generally outperform both undersampling and hybrid
sampling methods. Moreover, data resampling on raw data
yields superior results compared to data resampling in the
feature space. Notably, ROSR exhibits outstanding perfor-
mance, particularly in scenarios characterized by severe class
imbalances. Additionally, certain undersampling and hybrid
sampling methods, such as SMOTEENN, NearMiss, and IHT,
show limited effectiveness in most cases. Our exploration of
different resampling ratios of normal to abnormal data pro-
vides actionable recommendations for optimizing the impact
of data resampling on DLLAD approaches. By adopting the
recommended methods with specific resampling ratios, the
performance of DLLAD approaches can be significantly en-
hanced. Furthermore, we offer implications for improved data
resampling strategies through the oversampling of abnormal
log sequences that contain important tokens contributing to
DLLAD.

Data Availability. Our source-code and data are publicly
available2.

2https://github.com/ResamplingDLLAD/ResamplingEmpirical
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