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ATTSUM: A Deep Attention-Based Summarization
Model for Bug Report Title Generation

Xiaoxue Ma , Jacky Wai Keung , Xiao Yu , Huiqi Zou , Jingyu Zhang, and Yishu Li

Abstract—Concise and precise bug report titles help software
developers to capture the highlights of the bug report quickly.
Unfortunately, it is common that bug reporters do not create
high-quality bug report titles. Recent long short-term memory
(LSTM)-based sequence-to-sequence models such as iTAPE were
proposed to generate bug report titles automatically, but the
text representation method and LSTM employed in such model
are difficult to capture the accurate semantic information and
draw the global dependencies among tokens effectively. This
article proposes a deep attention-based summarization model
(i.e., ATTSUM) to generate high-quality bug report titles. Specif-
ically, the ATTSUM model employs the encoder.decoder frame-
work, which utilizes the robustly optimized bidirectional-encoder-
representations-from-transformers approach to encode the bug
report bodies to capture contextual semantic information better,
the stacked transformer decoder to automatically generate titles,
and the copy mechanism to handle the rare token problem. To
validate the effectiveness of ATTSUM, we conduct automatic and
manual evaluations on 333563 “< body, title >” pairs of bug
reports and perform a practical analysis of its ability to improve
low-quality titles. The result shows that ATTSUM is superior to the
state-of-the-art baselines by a substantial margin both on automatic
evaluation metrics (e.g., by 3.4%–58.8% and 7.7%–42.3% in terms
of recall-oriented understudy for gisting evaluation in F1 and
bilingual evaluation understudy, separately) and three human-set
modalities (e.g., by 1.9%–57.5%). Moreover, we analyze the impact
of the training data size on ATTSUM and the results imply that our
approach is robust enough to generate much better titles.

Index Terms—Bug reports, deep learning, text summarization,
title generation, transformers.
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I. INTRODUCTION

S INCE bugs are ubiquitous in the software life cycle [1],
[2], [3], [4], [5], the existence of software bugs promotes

bug reporters to record some information about them. However,
mainly due to the lack of software management experience
and required skills, many of which the bug reports provided
by reporters are of low quality [6]. To enhance the quality of
bug reports, bug trackers such as Jira1 and Bugzilla2 published
guidelines for preparing constructive bug reports and recom-
mendations for reporters to follow. In particular, as a compulsory
field, the bug report titles are often required to be concise and
precise.3 Nevertheless, it is common to observe ad hoc titles with
little or noisy information (e.g., short description, unreadable
expression, and irrelevant content) [7].

Chen et al. [7], for the first time, proposed an approach named
iTAPE to automatically generate titles of bug reports using the
novel sequence-to-sequence (Seq2Seq) model. Meanwhile, to
fill the gap that there was no existing suitable collection of
data designed for this specific task, Chen et al. [7] built up a
dataset containing high-quality titles defined by three newly pro-
posed heuristic rules. Despite the good performance of iTAPE,
there are some limitations in the approach, such as the text
representation methods from the pretrained model and the long
short-term memory (LSTM)-based structure. For text represen-
tation, iTAPE adopted the context-free global vectors for word
representation (GloVe) word embedding method. Since the pre-
trained word vectors are static and do not consider the contextual
semantic information, which causes ambiguity in understanding
polysemous words and cannot express precise semantics of bug
reports. Moreover, iTAPE [7] employed one-layer LSTM and
incorporated a copy mechanism into their model architecture
to alleviate the long-range dependence and rare term problems.
Generally, the entire content of bug report bodies can be long.
For example, the average length of samples is around 120, and
the longest even reaches 1106 tokens in our experimental dataset.
The dependencies between distant terms and the memory con-
straints impair its learning ability to memorize past information
and draw the global dependencies [8].

To empirically demonstrate the effects of semantic and global
information of bug report bodies on improving the performance

1[Online]. Available: https://atlassian.design/content/writing-guidelines/
empty-state/

2[Online]. Available: https://bugzilla.mozilla.org/page.cgi?id=bug-writing.
html

3[Online]. Available: https://testlio.com/blog/the-ideal-bug-report/
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of bug report title generation, we propose a deep attention-based
summarization model called ATTSUM that has outstanding per-
formance in the tasks of contextual semantic extraction and long-
range dependence capture. First, AttSum uses the pretrained
robustly optimized bidirectional-encoder-representations-from-
transformers (BERT) approach (RoBERTa) encoder for deep
text representation of bug reports. By reading the entire sequence
of terms at once, RoBERTa can learn the context of a term based
on its surroundings to capture contextual semantic information
better. Then, a stacked transformer decoder is employed to
generate predicted tokens of bug report titles. Both our pretrained
RoBERTa encoder and the stacked transformer decoder perform
the multihead attention operation, which can memorize the
previous information and capture the long-range dependencies
between the input and the output sequences regardless of the dis-
tance. In this way, the performance of ATTSUM can be enhanced,
since the global semantic information of bug report bodies is
able to be extracted and summarized. In addition, our model
architecture is multilayered to help ATTSUM capture abundant
semantic information at a deep level. Finally, we utilize the copy
mechanism to handle the rare term problem, because some terms
rarely appear in a corpus but are essential for a specific bug
report.

To evaluate our approach ATTSUM, we use the dataset col-
lected by Chen et al. [7] with 333 563 “< body, title >” pairs
from 992 730 bug reports on GitHub. We then assess the perfor-
mance of the ATTSUM against the two latest advanced abstractive
summarization approaches (i.e., iTAPE [7] and neural abstrac-
tive text summarizer (NATS) [9]) and one extractive approach
(EXTSEN proposed in Section III-C) using two automatic evalu-
ation metrics and human evaluation. The experimental results
show that our approach surpasses three baselines by 3.4%–
34.7% (recall-oriented understudy for gisting evaluation [10],
ROUGE-1), by 24.4%–58.8% (ROUGE-2), by 10.7%–31.0%
(ROUGE-L) in F1, and also outperforms them on average
by 7.7%–42.3% in terms of bilingual evaluation understudy
(BLEU) [11], respectively. To intuitively show the difference
between our approach and the three baselines, we also conduct
the statistical analysis (i.e., t-test and Cohen’s d), which implies
that ATTSUM significantly performs better than the baselines in
most cases.

We further invite several eligible volunteers to analyze the
quality of our generated titles from a human perspective. Our
approach performs remarkably and overwhelms the baselines
across the three modalities (i.e., Accuracy, Comprehensiveness,
and Lucidity). In addition, to improve the original titles with
poor quality, we organize a practical evaluation on the particular
dataset, including 50 random filtered samples. The results prove
our approach’s capability to generate more reasonable and accu-
rate titles. To confirm whether there is a conflict between raters,
we calculate the degree of agreement among raters (i.e., Kendall
and Pearson correlations) and find that the evaluators’ scores are
highly consistent across different modalities on the whole.

Furthermore, we survey the impact of the size of the training
dataset and the results imply that ATTSUM is still robust despite
its limited dataset size. Finally, we work on ablation studies
to explore the effectiveness of the encoder, the decoder, and
the copy mechanism. The results demonstrate that our approach

incorporating the copy mechanism performs better on automatic
evaluation metrics. In summary, both the automatic evaluation
and instance analysis demonstrate that our approach can gener-
ate higher quality titles for bug reports.

The main contributions of our study are summarized as fol-
lows.

1) We propose a novel approach called ATTSUM, which
adopts the pretrained RoBERTa encoder to comprehen-
sively represent the terms in report bodies, the stacked
transformer decoder to address long-range dependencies,
and the copy mechanism to solve the rare term issue.

2) The experimental results demonstrate that ATTSUM per-
forms better than the baselines on both automatic and
manual evaluation; it is not only robust, but also has the
ability to improve the low-quality titles.

3) We have released relevant source code4 for other re-
searchers to conduct further studies.

II. OUR APPROACH

A. Framework

The workflow of our approach is demonstrated in Fig. 1. The
model architecture is composed of two main components: a
pretrained RoBERTa encoder and a stacked transformer decoder.
To handle the rare token problem of the title generation task, we
incorporate a copy mechanism to facilitate copying some neces-
sary tokens from the descriptive body to the target generated title.
(In this article, we treat “tokens” and “terms” as interchange-
able.) The organized “< body, title >” pairs are preprocessed as
sequences with special tokens. In order to be consistent with the
data format in our pretraining model, we add “s” and “/s” and
“SOS” and “EOS” to each body sequence x and title sequence
y, separately, and these two pairs of special tokens perform
similar effects. Hence, the token sequences of body and title can
be represented as x = [< s >, x1, x2, . . ., xm, . . ., < /s >] and
y = [< SOS >, y1, y2, . . ., yk, . . ., < EOS >], respectively. In
addition, the input body x and the targeted title y share the same
word embedding based on the pretrained RoBERTa tokenizer,
and then, feed them into our RoBERTa encoder and stacked
vanilla transformer decoder, respectively, for training. When our
approach achieves the best performance on the validation set, it
is saved for generating bug report titles on the test set.

B. RoBERTa Encoder

BERT [12] has excellent performance on multiple tasks. It is a
state-of-the-art masked language model that adopts transformer
encoder architecture with multiple attention heads to capture
long-distance dependencies and semantic relationships. Nev-
ertheless, some recent research works [13], [14] have doubts
about the necessity of adopting next sentence prediction (NSP)
used by BERT since the experimental results could not show
consistent improvement in their studies. Therefore, following
RoBERTa [15] and other latest works (e.g., [14]), we remove
the NSP objective and make each segment contain complete
sentences contiguously sampled from one or more documents.

4[Online]. Available: https://github.com/mkkmaomao/AttSum
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Fig. 1. Three-phrase framework of our approach.

The RoBERTa encoder performs pretraining by maximizing
the likelihood of the conditional probability pθ(x̄|x̂), i.e., to
recover the original tokens x̄ from the corrupted text sequence
x̂. The pretraining objective can be expressed as follows [13]:

max
θ

log pθ(x̄|x̂) ≈
T∑

t=1

mt log pθ(xt|x̂)

=

T∑

t=1

mt log
exp(Hθ(x̂)

�
t e(xt))∑

x′ exp(Hθ(x̂)�t e(x′))
. (1)

We suppose the length of an input text sequence x is T . x̂ de-
notes the dynamical masking version of the input sequence with
a special symbol [MASK]. The masked tokens are expressed
as x̄, and xt is masked, where mt = 1. e(x) indicates the word
embedding of x, which is fed into the encoder Hθ and gets the
Hθ(x) that refers to the sequence of hidden vectors hi. During
the fine-tuning period, the pretrained RoBERTa is employed as
our encoder, and the parameter θ in (1) is updated to fit our
training data, i.e., as we mentioned, a body sequence and its
corresponding title can be expressed as x and y, respectively.

Hθ(x) = [Hθ(x)1, Hθ(x)2, . . ., Hθ(x)T ]

= Hθ[h1, h2, . . ., hT ]

= ENCODER(x) (2)

where H is a transformer encoder that is able to capture bidi-
rectional contextual information via implementing bidirectional
self-attention operations. Our RoBERTa encoder is composed
of a 12-layer bidirectional transformer encoder. The output of
the last layer is denoted as Hθ(x), which is then passed to our
decoder and the copy mechanism for further processing.

C. Transformers Decoder

We stack L-layer vanilla transformer decoders [8] with the
multihead self-attention mechanism to construct our decoder.
We gather together the output Hθ(x) of our encoder and the
token sequence y for the next token generation. In Fig. 1, we
suppose the decoding step at this time is in the state of generating
the (k + 1)th token. To avoid involving the tokens that are
after the (k + 1)th token in the self-attention operation during
training, a special mask expressed as m = [1,1, . . .,1, 0, . . .] is
used for masking, where the positions of the front (k + 1) are
“1”s and that of the following are “0.” In this way, the previous
k tokens that have been generated are used to predict the next
(k + 1)th token. All tokens can be generated simultaneously in
accordance with the masked self-attention.

Consequently, we collect the output Hθ(x) of the encoder,
the masked sequence m, and the embedding vectors E(y) =
E[eSOS, e1, e2, . . ., ek, . . ., eEOS] that are derived from the input
sequence y, to feed into our decoder. The obtained matrix
Vθ′(Hθ(x), E(y),m) is a sequence of the hidden vectors of the
predicted tokens.

Vθ′(Hθ(x), E(y),m) = Vθ′ [v1, v2, . . ., vk+1]

= DECODER(Hθ(x), E(y),m) (3)

where the vector vk+1 refers to the representation of the (k +
1)th predicted token generated by the decoder. After that, the
embedding vector ek and the generated vector vk+1 are then
passed to the following copy attention layer.

D. Incorporating Copy Mechanism

The motivation for adopting the copy mechanism is that some
tokens are rarely seen in a corpus but are important for a specific
bug report [16], [17], [18]. According to our statistics, some
tokens only appear dozens of times or even a few times, such
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as application frameworks, programs, variables, functions, and
so on. In such cases, it is hard for a decoder to generate such
rare items compared to high-frequency items that occur tens of
thousands of times. Thus, we incorporate the copy mechanism to
handle the rare token occurrence for bug report title generation.
Following the architecture of the pointer-generator networks
proposed by See et al. [19], we first calculate the encoder–
decoder attention score ak+1. On the basis of it, we then figure
out the copy probability pc as a binary classifier to determine
whether to copy the token directly from the input sequence or
not. Suppose we still prepare to generate the (k + 1)th token,
the encoder hidden states Hθ(x), the embedding vector ek, and
the decoder hidden state vk+1 are fed into the copy mechanism
together as its inputs as

dk+1
i = vT tanh(Whhi +Wvvk+1 + batt) (4)

ak+1
i = softmax(dk+1

i ) (5)

c∗k+1 =
∑

i=1,...,|x|
ak+1
i hi (6)

where vT , Wh, Wv , and batt are model parameters that need to
be learned, and dk+1

i represents the attention score between the
hidden states vk+1 andhi of the ith token. Consequently, we sum
up the weighted encoder hidden states ak+1

i hi to generate the
context vector c∗k+1, which is next used to obtain the probability
distribution Pv over the tokens in the vocabulary and the copy
probability pc copied from the tokens in x. The final probability
distribution p∗(dtoken) of decoding the (k + 1)th token is cal-
culated based on the vocabulary and the original input sequence.
The formulae for calculation are shown as follows:

Pv = softmax(Wv[vk+1, c
∗
k+1] + bv) (7)

pc = sigmoid(wT
c∗c

∗
k+1 + wT

v vk+1 + wT
e ek + bc)

(8)

p∗(dtoken) = pc
∑

i:wi=dtoken

ak+1
i + (1− pc)Pv(dtoken) (9)

where the matrix (i.e., Wv), vectors (i.e., wc∗ , wv , and we), and
scalars (i.e., bv and bc) are trainable model parameters.

Incorporating the copy mechanism in our deep-learning-
based encoder–decoder architecture, we get the final loss func-
tion for the entire input sequence

L =
1

T

T∑

t=0

logp(dtokent) (10)

that is used for our approach to update the parameters θ via back
propagation.

Once our model is trained, we adopt the beam search method
to infer the predicted tokens in titles. To be specific, the encoded
vectors of a body sequence are sent to the decoder to generate
output tokens, and only a certain number of these probable
tokens with high scores are retained as a candidate list of the first
generated token. Through continuous iteration, the previously
retained tokens are reinput into the decoder for the next inferring
step. Until the terminator “EOS” is encountered or the maximum

length of the predicted title is reached, the generated sequence
with the highest score is the final output.

III. EXPERIMENTAL SETUP

A. Data Preparation

1) Data for Pretraining: We adopted RoBERTa as our en-
coder, which is pretrained with five English language cor-
pora [15] of uncompressed text over 160 GB, i.e., BOOKCOR-
PUS [20] and English WIKIPEDIA, CC-NEWS [21], OPEN-
WEBTEXT [22], and STORIES [23].

2) Data for Training: We used 333 563 samples collected
by Chen et al. [7] as our dataset, which has been split into the
training set, validation set, and test set with the ratio of 8:1:1.
Each sample represents a bug report, including a pair of “<
body, title >.” The collected dataset has been preprocessed from
the raw data containing 922 730 samples by Chen et al. through
applying defined rules to filter unnecessary bug reports, which
makes the remained data with regular expressions more suitable
for studies. In order to avoid the context-specific problem that
makes it difficult for our approach to learn the semantic infor-
mation [24], we replace the human-named tokens (i.e., version
number) with special tokens “id1, id2, . . ., idn” to preserve the
original structure of the input. In addition, we find that the NLTK
toolkit [25] cannot separate some tokens, which may cause
out-of-vocabulary (unknown tokens) and large-size vocabulary
problems. Therefore, we design a tokenizing algorithm based
on RoBERTaTokenizer [15], which uses bytes to effectively
split special tokens into byte-based subword units [26]. By
this means, a smaller byte-level vocabulary is obtained without
introducing any unknown tokens when a text sequence is input.
For example, the maximum body length in the training set is
converted from 300 to 1106 after tokenization, the average and
median lengths of bodies and titles are 120.0 and 104.0, and 8.2
and 8.0, respectively.

B. Details of Implementation

In this work, we keep the initial parameter settings of the
RoBERTa encoder with a vocabulary of 50 000 tokens. The
hidden size is 768, and the transformer encoder layer is 12. We
perform optimization on RoBERTa by using the Adam [27] algo-
rithm withβ1 = 0.9,β2 = 0.999, and initial lr = 5× 10−5 with
linear warm-up strategy. We build an eight-layer transformer
decoder with initialized parameters. For training our model, the
batch size and training epoch are fixed at 8 and 5, separately.
During decoding, we set the beam size to 10. We employ the
fivefold cross validation on our dataset, and all hyperparameters
are adjusted on our validation set, and the average results on our
test set of fivefold cross validation are reported.

C. Baselines

Since Seq2Seq approaches have gradually become main-
stream, and generally perform better than models with other
architectures on text generation tasks [9], [24], we compare our
proposed ATTSUM with two state-of-the-art Seq2seq approaches
as the abstractive methods to demonstrate the effectiveness of
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our approach. In addition, we also design a term-frequency-
based approach as the extractive method to show the effective-
ness of its performance. In order to ensure a fair comparison, we
carefully tune the parameters involved and set the hyperparam-
eters strictly according to their descriptions to adapt their model
to our task.

1) iTAPE: Chen et al. [7], for the first time, proposed to
automatically generate bug report titles based on the report body
and contributed the experimental dataset. Hence, it is regarded
as our main baseline. They used an encoder–decoder architec-
ture (i.e., one-layer bidirectional LSTM for the encoder and
unidirectional LSTM for the decoder) combined with the copy
mechanism to conduct title generation, which was implemented
by the OpenNMT-py model.5

2) NATS: NATS is an open-source library for abstractive
text summarization, which was developed by Shi et al. [9].
This toolkit integrates typical advanced Seq2Seq models with
different features, which can be effectively applied to multi-
ple datasets. Therefore, we use the recurrent neural network
(RNN)-based Seq2Seq model denoted as ID C10101 in their
study that has almost the best performance on the CNN/Daily
Mail Dataset [19] as our second baseline. The ID refers to the
combination of the attention mechanism, the copy mechanism,
the intradecoder attention, and the coverage mechanism.

3) ExtSen: The core of extractive text summarization is to
pick out the sentences that best match the summarization [18].
In this study, we take this idea and select only one sentence
from the bug report body that has the most overlapping tokens
with the target title. Considering the objective of title generation
approaches is to maximize the scores of ROUGE and BLEU,
we count the frequency of overlapping words and calculate the
similarity between each sentence in the bug report body and the
target title. Therefore, we name the mentioned simple method
EXTSEN, which can effectively extract the best result from a
model.

D. Evaluation Metrics

1) Automatic Evaluation: We adopt ROUGE [10] and
BLEU [11] to evaluate the performance of ATTSUM and base-
lines, which are widely used in text summarization and machine
translation tasks.
ROUGE [10] is a recall-oriented evaluation metric to eval-

uate the quality of generated titles. It measures how many
the terms in the golden-standard references (original human-
written titles) appear in the candidates (model-generated titles).
In our study, we employ three ROUGE-family metrics where
ROUGE-N (i.e., N=1 and 2) scores are calculated with N-gram
cooccurrence and the ROUGE-L considers the longest common
subsequence.
BLEU [11] is a precision-oriented measure to evaluate the

performance of models. Thus, we also use this evaluation metric
to automatically measure the generated titles by counting the
units in the generated title that occurred in the golden references.

5[Online]. Available: https://opennmt.net/

In our experiments, we utilize the average BLEU score of N-
gram, where N = 1, 2, 3, 4. The usage was also widely adopted,
such as in code summarization tasks [18], [28], [29]. For con-
venience, the composite BLEU is called BLEU in this article.

2) Human Evaluation:
a) On the refined dataset: To evaluate the bug report title

generation methods more comprehensively, we aim to analyze
the text comprehensibility from the human perspective. The hu-
man evaluation also acts as a supplementary material to narrow
the gap between the existing automatic evaluation metrics and
the functionality of the result in reality. In this experiment,
we randomly select 200 samples from the test set to make
the comparison of approaches fair. Meanwhile, we conduct
the statistical analysis to make sure the selected samples are
representative, and the results show that the distribution of these
samples is consistent with that of the entire dataset (i.e., the
mean and median lengths of bodies and titles are 117.1 and
95.5, and 6.7 and 6.0, respectively). We invite five volunteers
who are not coauthors in this study to inspect the bug report
body, then compare the automatically generated titles where the
title resources (i.e., which title is generated by which approach)
are hidden in advance. Four evaluators are Ph.D. students in
computer science, and one evaluator is a master graduate who is
engaged in computer science-related work. All of them have over
six years of experience in at least two programming languages,
and they also have at least three years of studying/working
experience in English-speaking countries or regions. Referring
to Gao et al.’s recent work [24], we consider the three modalities
(accuracy, comprehensiveness, and lucidity) in our case study.
Hence, these evaluators are asked to manually score the gen-
erated titles, ranging from 1 (weak) to 5 (excellent) across the
three modalities with the following grading standards.

1) Accuracy: It assesses the title’s relevance to the main text
and its ability to reflect the critical idea without useless
information (e.g., repetition and meaningless words).

2) Comprehensiveness: The model is supposed to extract
input content effectively. Thus, it evaluates whether the
title is diverse to contain all necessary information within
the limited length.

3) Lucidity: It tests the fluency and correctness of the titles.
It is expected to be readable by using understandable
vocabulary and grammar rules.

b) On the low-quality dataset: Besides evaluating our ap-
proach on the test set, we also investigate how our approach
performs when a low-quality bug report is given. It is noteworthy
that the dataset described in Section III-A has been refined and
selected from the raw data with approximately 920 000 samples
following the instructions of Chen et al. [7], so the test set can
be used to compare the title generated by our approach with
the original reference based on automatic evaluation metrics.
For those samples with low-quality titles shown in Table XI, it
is unlikely to measure the results through automatic evaluation.
Thereby, we randomly extract 50 samples with low-quality titles
from the raw data, excluding our experimental dataset. The
distribution of these selected low-quality pairs (i.e., the mean
and median lengths of bodies and titles are 134.3 and 90.0,
and 7.0 and 6.0, separately) is different from that of the refined
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TABLE I
AUTOMATIC EVALUATION OF OUR APPROACH AND BASELINES

TABLE II
AUTOMATIC EVALUATION OF OUR APPROACH AND BASELINES ON THE LONG BUG REPORT DATASET

dataset but is more consistent with the distribution of the whole
low-quality dataset (i.e., the mean and median lengths of bodies
and titles are 177.9 and 105.0, and 7.0 and 6.0, respectively). This
is because in our refined dataset, some bug reports whose body
or title is too long or too short are also one of the types of samples
that are considered low quality, and therefore, are removed from
our refined dataset. Then, we ask three of the raters mentioned
previously to manually decide and annotate the two titles (one
is generated by our approach and the other is the original one).
Their evaluation consists of two parts, i.e., quantitative scoring
and the reasonable explanation in terms of three metrics: fitness,
clearness, and willingness, which is consistent with Gao et al.’s
work [24].

1) Fitness: It measures whether the title is reasonable and
relevant to summarize the core of the whole bug report.

2) Clearness: It measures whether the title is complete in
grammar and easy to be understood with clear expression.

3) Willingness: It measures whether the title is readable and
likely attracts people to handle the specific bug report,
which may be effective for us to conduct further interac-
tions.

E. Statistical Analysis

We employ the t-test [30] to check the significance of the
differences between the compared title generation methods [31].
If the obtained p-value is less than 0.05, there is a significant
difference between the two methods. In addition, the effect
size (ES) is used to reveal the magnitude of the differences.
Considering the ease of calculation and practicality, Cohen’s d
(a standardized mean difference) as the most broadly and gen-
erally used ES calculation [32] is adopted in our study. For two
independent groups, ES (d) can be measured by the standardized
difference between two means. The magnitude of the difference
is considered negligible (d < 0.2), small (0.2 ≤ d < 0.4), mod-
erate (0.4 ≤ d < 0.8), and large (0.8 ≤ d).

IV. EVALUATION AND ANALYSIS

We organize the experiment through four research questions
(RQs), i.e., the titles of the following subsections.

A. RQ-1: How Does Our Approach Perform Under
Automatic Evaluation?

1) Methods: To intuitively illustrate the superiority of our
approach, Tables I and II present the results of automatic evalu-
ation of our approach and aforementioned baselines (i.e., iTAPE,
NATS, and EXTSEN) on both the entire dataset and the dataset
that contains the top 25% long bug reports in the test set for
each fold. Each column lists the corresponding results of four
models on this evaluation metric, and the best performance is
highlighted in boldface. To illustrate the significance of the
difference between ATTSUM and baselines, we calculate the
p-value and the effect size of Cohen’s d in Table III. Each cell
contains two values, the former one and the latter one within the
brackets indicate the p-value and the degree of Cohen’s-d effect
size, respectively. Results are shown in bold if they have a large
degree of Cohen’s d value and a p-value of 0.05 or less. The
positive/negative signs indicate that ATTSUM has a better/worse
performance. In addition, we extract several examples shown in
Table IV to perform further analysis.

2) Results: From Table I, we compare the automatic evalua-
tion results and sum up the following points.

a) Regarding the ROUGE score, it is clear that our ap-
proach delivers outstanding performance compared with
the other two abstractive methods on the two sets. On
the test set, ATTSUM outperforms iTAPE, NATS, and
EXTSEN by 3.4%–34.7% (ROUGE-1), 24.4%–58.8%
(ROUGE-2), and 10.7%–31.0% (ROUGE-L) in F1; by
17.0%–34.2% (ROUGE-1), 34.9%–67.8% (ROUGE-2),
and 20.7%–43.5% (ROUGE-L) in precision, respectively.
In recall, EXTSEN performs the best and is superior to
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TABLE III
STATISTICAL ANALYSIS ON THE TEST SET AND THE LONG BUG REPORT TEST SET

ATTSUM by 19.7%–33.3%. ATTSUM performs better than
iTAPE and NATS by 0.1%–29.0% (ROUGE-1), 14.6%–
52.8% (ROUGE-2), and 2.4%–30.7% (ROUGE-L). Re-
call represents the percentage of actual tokens that are
correctly identified, and these metrics compare the gen-
erated titles to reference titles by measuring the over-
lapping tokens [33]. Since EXTSEN directly extracts the
original sentence from the bug report body based on token
frequency to best match the title, it is much easier than
the abstractive methods (iTAPE, NATS, and ATTSUM) to
contain more overlapping tokens. Regarding the BLEU
score, our approach is the most competitive among the
four methods. It improves over three baselines on the
BLEU by 7.7%–42.3%. The experimental results on
the long BR test set show a similar trend. Compared with
iTAPE and NATS, ATTSUM improves ROUGE in F1 by
9.1%–22.9% and 22.5%–45.0%, in precision by 16.5%–
29.4% and 18.3%–43.7%, in recall by 2.5%–16.3% and
20.5%–39.5%, respectively. ATTSUM surpasses EXTSEN

by 5.5%–22.2% in terms of ROUGE-1 and ROUGE-2 in
F1 but 3.5% below EXTSEN (ROUGE-1) in F1. For pre-
cision, ATTSUM is 17.6%–49.0% better than EXTSEN,
but for recall, it is 21.5%–35.3% worse than EXTSEN.
Considering the BLEU score, ATTSUM outperforms the
three baselines by 15.0%–32.4%.

b) To illustrate the statistical difference between our ap-
proach and other baselines, we calculate the p-value and
the effect size of Cohen’s d (see Table III). Compared
with iTAPE and NATS, ATTSUM is significantly better
overall in all evaluation metrics on two sets, except in two
situations (i.e., Cohen’s d is at a negligible level, or the
p-value is larger than 0.05). EXTSEN outperforms ATTSUM

by a large margin in terms of recall. On the long BR
test set, a high recall also contributes to the best F1 in
ROUGE-1.

3) Examples: Table IV displays five representative examples
that are opted to analyze the performance of the models (i.e.,
iTAPE, NATS, EXTSEN, and ATTSUM) manually. The detailed
observations are listed and explained as follows.

a) By order of illustration, iTAPE in the first sample generates
a title without the command-line program name “youtube-
dl” and NATS outputs even an opposite title “downloading
all videos from isvaffel2010: s channel” to the original
one, which fails to learn the semantic information of the
context correctly. Meanwhile, our approach generates a
more accurate title “youtube - dl doesn ’ t download
videos from isvaffel,” which is basically consistent with
the underlined sentence in the report body indicating the
primary meaning. In comparison, EXTSEN extracts the
sentence that can completely describe the main idea of
this bug report. However, the length of the extracted title
cannot satisfy the rules we have mentioned in Section I, it
cannot be regarded as a reasonable title.

b) Another example is the second example. Although the
condition “Validate=True” is incompletely captured by
all models, the title generated by our approach expresses
better with fluency to give the primary focus by offering the
output owner “functiontransformer” and the description
“validate.” The remarkable performance does credit to the
capability of our approach for capturing the long-range
dependencies.

c) In addition, the third example intuitively demonstrates
that our approach has the advantage of understanding
the intention of the reporters. Only the title generated by
ATTSUM matches the original request: allow disabling the
bootstrap checks. In contrast, the other two abstractive
methods select the one of actions conducted by the reporter
as the title, respectively. The extractive method only lists
the consequence. The information focusing on one point
is too specific to help developers identify the root of the
problem.

d) Sometimes, there is an unavoidable gap in the ability to
conclude statements between humans and machines, even
for the extractive approach. In the fourth example, all
models only show one error case “no returned version,”
and miss the case of “version conflict.” We will handle
such problems in our further study, e.g., investigate how
to interpret each key point and draw a conclusion.
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TABLE IV
EXAMPLES OF AUTOMATICALLY GENERATED TITLES (FOUR APPROACHES) AND THE ORIGINAL TESTING TITLES
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e) The proposed model might be disrupted by a large amount
of the rare terms in the original text body. In the fifth
example, none of the abstractive machines manages to
capture the problem the reporters try to solve. There is even
repetition in the titles from the NATS model. Apart
from that, the application environment “SpringApplica-
tion” is missing in all generated titles. On the contrary,
they focus on the solutions like “deprecate setWebEn-
vironment(boolean)” (iTAPE) and provide a new name
“WebApplication=” (ATTSUM). Thus, it might be hard for
the developers to infer where the bug is. In this case, the
extracted sentence of EXTSEN does not fully describe the
problem and has an unclear referent.

Answer to RQ-1: ATTSUM is superior to iTAPE and
NATS on both ROUGE and BLEU evaluation metrics; Even
EXTSEN performs well in terms of recall, the extracted titles
are usually still unsatisfying.

B. RQ-2: How Does Our Approach Perform Under Human
Evaluation?

1) Methods: The following methods are followed.
a) We summarize 200 samples with five titles (i.e., four

generated and one original) and 50 low-quality samples
with two titles (i.e., the generated title by ATTSUM and the
original one), then distribute them to evaluators. As we
have mentioned in Section III-D, for the former evaluation,
evaluators need to score the four generated titles across
Accuracy, Comprehensiveness, and Lucidity modalities.
We inform evaluators in advance that the higher the score,
the better the result. In each modality, a score lower/higher
than 3 is considered poor/desired performance, and a score
equal to 3 is medium performance. In addition to this, we
perform a statistical analysis of these evaluation results on
the 200 samples, including effect size and p-value.

b) For each pairwise comparison of low-quality samples, we
collect the selections from three raters and calculate which
title was better on each assessment dimension (i.e., Fitness,
Clearness, and Willingness) regarding the percentage of
choices. For example, if two raters vote Candidate 1 and
another one votes Candidate 2, the final result should be
that Candidate 1 is the winner. If all three raters make dif-
ferent choices, the conclusion should be indistinguishable.

c) To explore the degree of agreement of evaluators, we
follow Hu et al. [33] and compute the Kendall correlation
τ and Pearson correlation r to evaluate the consistency
among them. In Tables IX and X, we calculate the corre-
lation values for the two human assessments separately.
Based on Hinkle et al. [34] scheme, the correlation is con-
sidered negligible (τ/r < 0.3), low (0.3 ≤ τ/r < 0.5),
moderate (0.5 ≤ τ/r < 0.7), high (0.7 ≤ τ/r < 0.9), and
very high (0.9 ≤ τ/r ≤ 1).

2) Results: The results are as follows.
a) The collected 200 feedbacks and the top 25% long bug re-

ports selected from them (i.e., 50 feedback) are considered

as two evaluation sets, and we then calculate the average
score and quality distribution for each modality among
the four approaches. The statistical results are illustrated
in Tables V and VI.
i) On the 200-feedback set, ATTSUM is much better

than the three baselines, outperforming them in Ac-
curacy, Comprehensiveness, and Lucidity on average
by 3.5%–57.5%, 1.9%–52.6%, and 1.9%–5.9%, sepa-
rately. Similarly, our approach achieves 5.6%–55.8%,
0.5%–49.8%, and 0.5%–4.5% higher average scores
than the three baselines on the three modalities on the
50-feedback set. In most cases, ATTSUM has the small-
est percentage of poor performance and the largest
percentage of good performance. The superior perfor-
mance derives from the caption of core information
and complex semantics.

ii) Table VII lists both effect size and p-value between
ATTSUM and the baselines. In the three modalities,
our approach is slightly better than iTAPE and NATS.
While EXTSEN performs well on automatic evaluation,
it performs poorly on human evaluation, especially
in terms of Accuracy and Comprehensiveness. Com-
pared with ATTSUM, the calculated p-values are much
smaller than 0.05, and the Cohen’s d values are at a
large degree.

b) Table VIII displays the comprehensive results of the man-
ual evaluation on the 50-long bug report set. From this
table, we can see the following.
i) In terms of all assessment metrics, the titles generated

by our approach beat the human-written titles with
poor quality. It shows the capability of our approach
to generating clearer and more reasonable titles.

ii) Our approach performs exceptionally well on the
Fitness metric, generating even three times as many
suitable titles as human-written ones. It indicates that
the titles generated by our approach are more likely
to be relevant and grasp the main point of the bug
reports.

c) When evaluating the performances of four approaches
on the test set (see Table IX), raters have high Pearson
correlations (0.7 ≤ r < 0.9) in evaluating three modali-
ties for iTAPE, NATS, and ATTSUM. In addition to their
moderate correlations (0.5 ≤ τ < 0.7) on Lucidity, they
still have high Kendall correlations on both Accuracy and
Comprehensiveness. When measuring EXTSEN’s perfor-
mance, evaluators have high two kinds of correlations on
all modalities except the moderate Kendall correlations on
Comprehensiveness. In summary, each evaluator rates all
approaches very closely on three modalities. Concerning
the assessment of the low-quality test set (see Table X),
evaluators have both high Kendall and Pearson correla-
tions (0.7 ≤ τ/r < 0.9) in assessing Fitness, and moder-
ate correlations (0.5 ≤ τ/r < 0.7) in assessing Clearness
and Willingness. The results denote those evaluators have
highly consistent evaluations, and the titles generated by
ATTSUM have a remarkable advantage in Fitness compared
with the original titles. All in all, for the two types of
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TABLE V
HUMAN EVALUATION OF OUR APPROACH AND BASELINES

TABLE VI
HUMAN EVALUATION OF OUR APPROACH AND BASELINES ON THE LONG BUG REPORT DATASET

TABLE VII
STATISTICAL ANALYSIS ON THE 200 SAMPLES

TABLE VIII
MANUAL EVALUATION ON BUG REPORTS WITH LOW-QUALITY TITLES

TABLE IX
AVERAGE KENDALL CORRELATION (τ ) AND PEARSON CORRELATION (r)

AMONG EVALUATORS ON THE TEST SET

assessments, the raters are mostly in high agreement or
at least moderate agreement (according to Kendall and

TABLE X
AVERAGE KENDALL CORRELATION (τ ) AND PEARSON CORRELATION (r)

AMONG EVALUATORS ON THE LOW-QUALITY TEST SET

Pearson correlations) on the different modalities. Con-
sequently, in the absence of any apparent conflict, the
interrater reliability is acceptable.

3) Examples: We give two examples shown in Table XI
to demonstrate the performance of our approach in practice
visually. One of the reasons for the poor-quality titles is that the
content of the report is not accurately and clearly summarized,
such as insufficient information (e.g., the first example) and too
broad description without mentioning the actual problem (e.g.,
the second example) in human-written titles. Instead, in both
cases, our approach is able to catch the keywords that even rarely
appear (e.g., “sass” and “gatsbyjs” in the first case) and capture
the primary intention of the report (e.g., in the second case).

Answer to RQ-2: ATTSUM outperforms two abstractive
approaches and overwhelms the extractive approach across
all modalities (i.e., Accuracy, Comprehensiveness, and Lu-
cidity); it is able to significantly improve the low-quality titles
on Fitness, Clearness, and Willingness.

C. RQ-3: How Does the Size of the Training Set Influence the
Performance of ATTSUM?

1) Methods: The entire dataset used in our study has been
split into training/validation sets and test set with a ratio of 9:1.
To explore the impact of the size of the training set on ATTSUM,
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TABLE XI
EXAMPLES OF BUG REPORTS WITH LOW-QUALITY TITLES

Fig. 2. Effect of different ratios of training data on ATTSUM.

TABLE XII
EXPERIMENTAL RESULTS OF ABLATION STUDIES

we perform the automatic evaluation on different proportions
of the training set (i.e., 80%, 60%, 40%, and 20%) where the
validation set is also cut down by the same ratio. In Fig. 2,
each color represents a kind of training set size, and each bar

corresponds to an automatic evaluation value (i.e., ROUGE and
BLEU scores).

2) Results: Overall, the performance on each evaluation met-
ric maintains a steady decline as the training set size decreases.
In detail, when taking 80% and 60% of the original training
data as the training set size, the performance of ATTSUM is only
reduced by 2.1% and 3.4% on average on all evaluation metrics,
respectively, and the standard deviations (SD) are 0.01. The
performance of the ATTSUM drops by 9.0% at 40% of the training
set, and the SD becomes larger, i.e., 0.03. Compared to the
former, three training set size, the average performance declines
apparently (16.9%) when the scale is 20%, and its SD is even
double (0.06) that of the 40% training set. Our results imply that
the performance of the ATTSUM may suffer to a relatively large
extent only if the training and validation sets are significantly
reduced in size to 20% of their original sizes (i.e., with a ratio
of 1.8:1 to the test set). 40% of the original training/validation
set size does not seriously impair the performance of the model
(i.e., with a ratio of 3.6:1 to the test set). On the basis of the
results, we recommend that the data size for training and tuning
should not be less than three times the test set (i.e., the ratio of
training/validation set and test set should be greater than 3:1).
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TABLE XIII
STATISTICAL ANALYSIS OF THE EFFECTIVENESS OF THE COPY MECHANISM

It also indicates that the ATTSUM is robust enough even though
the size of the training and validation sets is very limited.

Answer to RQ-3: ATTSUM has good robustness even when
the training/validation set size is reduced to 40% of the
original size.

D. RQ-4: How Do the Feature Parts Influence the
Performance of ATTSUM?

1) Methods: The methods are as follows.
a) We conduct the ablation analysis (see Table XII) to exam-

ine the effectiveness of our encoder, decoder, and the copy
mechanism using automatic evaluation, and we compare
ATTSUM (M5) with four incomplete variants (M1 −M4).
The model M1 combines a RoBERTa encoder and a
one-layer LSTM decoder. The model M2 combines a
RoBERTa encoder and a one-layer GRU decoder. The
model M3 combines a BERT encoder and a stacked
transformer decoder. The model M4 removes the copy
mechanism from our approach.

b) To evaluate whether incorporating a copy mechanism is
able to statistically enhance the performance of our ap-
proach, we also calculate the effect size and p-value in
Table XIII. In addition, two examples are enumerated for
further explanation.

2) Results: Following are the results.
a) From the results shown in Table XII, we can see that the

four model parts adopted in our approach can enhance the
performance in terms of evaluation metrics.
As for ROUGE metric, ATTSUM outperforms four mod-
els by 1.1%–3.2% (ROUGE-1), 2.0%–6.0% (ROUGE-
2), and 0.5%–2.6% (ROUGE-L) in F1; by 0.6%–3.6%
(ROUGE-1), 1.4%–6.6% (ROUGE-2), and 0.2%–3.5%
(ROUGE-L) in recall, respectively. In precision, ATTSUM

performs better than M1–M4 by 1.6%–3.2% (ROUGE-1)
and 2.3%–4.6% (ROUGE-2), while M1 and M2 is lightly
superior to ATTSUM by 0.7%–1.1% (ROUGE-L). As for
the BLEU metric, the score is improved by 1.9%–3.6%
when compared with the other four models.

b) The copy mechanism can bring substantive significance
(large effect size) and statistical significance (p-values
less than 0.05) to the performance of our approach on
the F1 metrics. Although statistical significance could
not be observed on some evaluation metrics, substantial
significance is always present.

3) Examples: Table XIV presents some examples to indicate
the effectiveness of employing the copy mechanism. All the
displayed cases have two emphasizing points highlighted with
different colors in the original report body. The text marked with
the corresponding color in titles means that this crucial point is
captured.

Apparently, the bug report in the first example states the
problem at the beginning, but the golden reference did not
declare it clearly. In comparison, our approach captures the rare
terms “extracttextplugin” and “css and sass” simultaneously,
while the second phrase cannot be captured completely with-
out a copy mechanism. Another case is the second example,
and the reporter sought advice on a specific compilation error.
The original title detailed the “aarch64-linux-android” module,
and our approach with the copy mechanism also extracts the
keyword. In comparison with them, our approach without the
copy mechanism is unable to capture the key point completely.

Answer to RQ-4: The RoBERTa encoder, the stacked
Transformer decoder, and the copy mechanism have a pos-
itive effect on the performance of our approach based on
automatic evaluation; adding the copy mechanism could
bring about a significant difference in statistical and human
analysis to a certain extent.

V. THREATS TO VALIDITY

A. Threats to Internal Validity

Threats to internal validity concern the relationship between
our implementation and the corresponding output. To try our
best to avoid errors, we have thoroughly checked and tested the
code of our approach implementation. To have a fair comparison,
we carefully went through the experimental setup of our base-
lines and tuned the parameters that were then adopted in their
best-performing settings. Hence, the results of our automatic
evaluation shown in Section IV can be convincing.

B. Threats to External Validity

Threats of this type are related to the generalizability of our
dataset. We adopted the collected dataset from Chen et al. [7],
which has been preprocessed by several rules, e.g., the non-
textual information in bug reports should be replaced with
regular expression. Considering the model architecture of the
baselines, these nontextual data may increase the difficulty of
model learning. Nevertheless, for our approach with a more pow-
erful deep learning capability, this information may be helpful
for a deeper investigation of the bug reports [7]. Furthermore,
whether ATTSUM can be applied in a cross-project prediction
scenario is also a concern to us. We did not conduct pure
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TABLE XIV
HUMAN ANALYSIS ON THE ABLATION STUDY

cross-project experiments (i.e., the training set and the test set
were from completely different repositories), but the data used
for training, validation, and testing were randomly selected in
our experiment. Consequently, ATTSUM heavily utilized other
repositories as the training and validation data for training and
tuning when generating titles from bug report bodies from a
repository. Additionally, according to our experimental results
illustrated in Fig. 2, despite the ratio of training/validation set
and test set dropping nearly threefold (i.e., from 9:1 to 3.6:1), the
results only reduced by 9.0%. Since our dataset contains many
repositories and ATTSUM has the ability to learn the different
features of them, it is possible to be utilized for other project
research even if the dataset size is limited. In short, our approach
not only offers cross-project potential but also expresses its
robustness.

C. Threats to Construct Validity

The construct validity is related to the relationship between
theory and observation. In our research, the dominant concern is
whether the evaluation methods we used are suitable. Hence, for
human evaluation (RQ2 and RQ3), we employed the modalities
and metrics referring to [24] and invited five participants to
evaluate the performance. Furthermore, the attentiveness and
understanding of evaluators may affect the manual validation.
To avoid bias, we invited evaluators who are familiar with at least
two programming languages and have several-year experience
in English-speaking countries or regions. We also gave them
abundant time to evaluate and hide the source of the titles to
guarantee objectivity.

VI. DISCUSSION

A. How to Define and Measure the Quality of Bug Report
Title Automatically?

As we have mentioned in Section I, a good-quality bug report
title is able to help the software maintainers quickly catch issues
and fix them in time. As a mandatory section, the title writing
suggestions are included in the guidelines published by the bug
trackers for reporters to follow, e.g., “include an informative,
scannable title; try and limit the number of words as much
as possible,” “a good summary should quickly and uniquely
identify a bug report; it should explain the problem, not your

suggested solution,” and “your title should serve as a concise
summary of what the bug is.” However, even though there are
now some specific instructions to help people write reports, it is
inevitable that some bug reporters may be unfamiliar with bugs
and cannot summarize the problem in an accurate and general
manner.

Hence, we recommend ATTSUM automatically generate a
one-sentence summary for reference. In order to follow existing
specifications as much as possible, this abstract approach ex-
tracts key information by learning semantics from the bug report
body, and follows the rules of high-quality titles by limiting the
length of the generated titles, duplicating rare terms, etc. In Sec-
tion IV, we combine automatic metrics with human judgment
to evaluate the performance of different approaches, and also
calculate the agreement of rater correlations (i.e., Kendall and
Pearson correlations). Although we tried our best to provide a
fair comparison, there is no evidence that these metrics correlate
with human judgment (e.g., EXTSEN has acceptable perfor-
mance on metrics, but worst performance on human judgment).
Hu et al. [33] also pointed out that for code documentation
generation tasks, these automatic metrics are not sufficient sub-
stitutes for human evaluation. In future research, we still need to
develop specialized automated evaluation metrics for bug report
title generation tasks, which are more closely related to human
evaluation metrics.

B. Is ATTSUM Good Enough With the Range of 34% F1 Scores?

The F1 scores for all approaches shown in Table I may
not be as high as we expected, which brings us a question of
whether these methods are really helpful in guiding reporters
to write titles. To deeply explore the effectiveness of ATTSUM,
we selected some real-world instances for analysis and con-
ducted many human evaluation experiments in Section IV-B.
In Table IV, we discussed the generated titles and found that,
although EXTSEN also has reliable F1 scores among the four
approaches because of the high degree of overlapping tokens,
these titles are often considered unqualified by human evaluation
(e.g., too long in length, or failing to capture the main idea
of the bug report). Furthermore, even if the tokens generated
by abstractive approaches are very similar to the tokens that
appeared in the original titles, automatic metrics do not count
them. Hence, evaluation metrics are not sufficient for us to judge
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the quality of the generated titles. We invited several evaluators
to manually score the generated titles without knowing which
title was generated by which approach. The results displayed
in Tables V and VI indicate that ATTSUM performs the best in
terms of three modalities, and Table VIII implies that ATTSUM

effectively generates titles of decent quality, which motivates
us to apply this approach in the future to generate drafts that
reporters can use as a reference to revise and refine.

C. Error Analysis and Suggestions

To intuitively compare the performance of different ap-
proaches, we provided five examples in Table IV and explained
them in detail in Section IV-A. The fourth example and the fifth
example indicate that the gap between humans and machines
is unavoidable. Due to a large number of rare terms in the text
body, it is hard for abstractive approaches to capture the problem
raised in the original title. A potential explanation is that ATTSUM

puts more focus on the semantics and long-range dependency
capture, and even incorporating with a copy mechanism, it might
be difficult to choose the appropriate one [16] when multiple rare
terms appear. In the fourth example, all models fail to capture
all key points, they miss the error case “version conflict” that is
embedded in code snippets and difficult to identify. For the fifth
example, instead of the specific environment “SpringApplica-
tion,” our approach captured another term “WebApplication” to
demonstrate a possible solution rather than the problem state-
ment. Nonetheless, ATTSUM and iTAPE came up with the closest
title compared to the other two approaches. Hence, adopting
ATTSUM to generate titles is a good choice to avoid some biases
like the given examples. Therefore, we suggest that reporters
can consider this approach as an automatic generation tool for
reference, and occasionally they may need to manually modify
the generated titles. Moreover, we will explore how to accurately
capture rare terms in the future.

VII. RELATED WORK

In general, extractive and abstractive ways are normally used
for automatic text summarization. The former identifies and
directly extracts the important parts from the source text. The
latter generates each term by conveying the informative terms
and restructures them. Our task is one-sentence summarization
while there are some related works that focus on generating
multiple sentences, e.g., as abstract.

A. Extractive Methods

SummaRuNNer as an RNN-based labeling sequence model
was proposed by Nallapati et al. [35] for extractive summa-
rization. They assigned each sentence a probability of be-
ing extracted, and then, selected sentences based on it. Zhou
et al. [36] integrated scoring and selection to predict the relative
importance of the rest sentences given the previous extraction.
Narayan et al. [37] selected sentences as the extracted text of the
summary by ranking, and applied reinforcement learning for
the summarization task. Compared to the models that selecting
sentences rely on binary labels, Zhang et al. [38] proposed a

latent variable model LATENT, where they regarded sentences
as latent variables and used them to infer the golden summaries.
BANDITSUM was put forward by Dong et al. [39], which
combined neural extractive summarizers with reinforcement
learning. However, sometimes the contextual features are unable
to be learned well, Liu et al. [40] utilized pretraining BERT [12]
with a powerful architecture for vector representation and built
summarization layers for fine tuning.

B. Abstractive Methods

In recent years, the emergence of encoderdecoder models
for many tasks [41], [42], [43], [44] dramatically promoted
the development of abstractive techniques. Rush et al. [45]
adopted convolutional models as encoder and an attentional
feed-forward neural network for summary generation, which
was referred by Nallapati et al. [46] who then proposed an at-
tentional encoder–decoder RNN model for text summarization.
An open-source toolkit for neural machine translations proposed
by Klein et al. [47] was made public, which is based on a
Seq2Seq-attn model and is widely used in many NLP tasks, e.g.,
iTAPE. Shi et al. [9] developed another toolkit named NATS for
abstractive summarization. It combines typical Seq2Seq models
with many features and is possibly applied in different datasets.
Consequently, transformer-based Seq2Seq models have been
extended. For example, Liu et al. [48] introduced BERTSUM
based on BERT as the encoder and stacked several transformer
layers as the decoder. Inspired by these studies, we use a
pretraining model RoBERTa [15] for text representation and
a stacked transformer decoder for text generation to construct
our encoder–decoder model. Due to the presence of rare tokens
in bug reports, we also incorporate a copy mechanism in our
approach.

The aforementioned models aim to generate a summary con-
taining many sentences and indeed have a good performance on
semantic parsing. Nevertheless, our bug report title generation
task requires generating a title (i.e., one sentence) that effectively
summarizes the report body in very few words. Thus, it is
not expected that extractive methods can directly extract one
sentence from a descriptive text up to 1106 tokens, which has
been proved unworkable in this study.

VIII. CONCLUSION

In this article, ATTSUM, a deep attention-based summarization
model that combined a encoder–decoder model with a copy
mechanism, was proposed to improve the performance of bug
report title generation. The model architecture effectively cap-
tured the semantic information and long-range dependencies
from report bodies regardless of distance among terms. The copy
mechanism was incorporated to extract the necessary rare terms
into the generated titles selectively. Extensive experiments were
conducted with 333 563 pairs of real-world bug reports. The
automatic evaluation results showed that ATTSUM was superior
to the state-of-the-art approaches, consistent with the conclusion
drawn from human evaluation. Furthermore, we surveyed the
impact of the training dataset size on ATTSUM and conducted
a practical analysis on the low-quality pairs, and the results
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indicated that ATTSUM is robust enough and can significantly
enhanced the quality of original titles.
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